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Abstract

SPECTRUM SENSING FOR COGNITIVE RADIO NETWORKS
Yuandao Sun, PhD
George Mason University, 2015
Dissertation Co-director: Dr. Brian L. Mark
Dissertation Co-director: Dr. Yariv Ephraim

Cognitive radio has been proposed as a technology for reclaiming highly under-utilized spectrum resources to satisfy the increasing spectrum demand. In a cognitive radio network, unlicensed or secondary users (SUs) are permitted to make use of portions of a licensed spectrum band that are left idle by the licensed or primary users (PUs). These idle portions of spectrum, called spectrum holes, exist in the dimensions of space, time, and frequency. In this thesis, we develop mathematical models and algorithms for detecting spectrum holes in a fixed frequency band, which are characterized either in space or in time.

For spatial spectrum sensing, we assume a model in which the SUs are geographically distributed according to a Poisson point process and the SUs employ a listen-before-talk spectrum access scheme. We derive the moment generating function of the aggregate interference due to the simultaneous transmissions of the SUs. Based on the analysis of the aggregate interference, we propose a power control scheme to allow each SU to transmit with its own power while ensuring that the aggregate interference to the PU is tolerable. In addition, a contention control scheme based on carrier sense multiple access is adopted to avoid collisions between SUs.

We develop algorithms for temporal spectrum sensing of a given frequency channel based
on a hidden bivariate Markov model (HBMM) to describe the active/idle channel occupancy behavior of the PU. The HBMM extends the more traditional hidden Markov model (HMM) by allowing for more general state sojourn time distributions of the PU in each state. The higher degrees of freedom afforded by the HBMM can provide higher modeling fidelity than the HMM, which results in better detection performance. We develop an online algorithm to estimate the HBMM parameter and recursions for estimating and predicting the state of the PU. We then extend the temporal spectrum sensing approach to a collaborative setting in which multiple SUs sense a given frequency channel for spectrum holes to provide better detection performance by exploiting spatial diversity. We develop two HBMM-based collaborative sensing schemes: a soft fusion scheme and a hard fusion scheme. The soft fusion scheme outperforms an optimal linear soft fusion scheme proposed previously in the literature. The hard fusion scheme performs nearly as well as an optimal linear soft fusion scheme when an accurate estimate of the HBMM parameter is available, while incurring much lower communication overhead than soft fusion.
Chapter 1: Introduction

1.1 Motivation

In wireless networks, available spectrum resource has become more and more scarce due to the explosive development of wireless communications. However, spectrum studies show that significant portions of spectrum resource are highly under utilized. In November 2002, the Federal Communications Commission (FCC) published a report aiming to improve the utilization of spectrum resource [12]. This report pointed out that cognitive radio can be considered to be a feasible solution to address the spectrum inefficiency problem.

Therefore, in the past decade, many efforts have been made to develop cognitive radio. For example, in the next generation (XG) program sponsored by the Defense Advanced Research Project Agency (DARPA), the dynamic spectrum access technology was adopted to dynamically redistribute allocated spectrum. In addition, many other projects and experimental platforms have been designed to implement cognitive radio, such as the open access research (WARP) platform designed by Rice University [42], XG Radio designed by the Shared Spectrum Company [36], and a cognitive radio system based on the Long Term Evolution (LTE) framework [24]. Meanwhile, IEEE 802.22 Wireless Regional Area Networks (WRANs) also adopts cognitive radio technology to exploit TV white space aiming to bring broadband access in rural and remote areas. These research and development efforts are making cognitive radio more attractive and achievable.

The definition of cognitive radio adopted by FCC [12], is “a radio or system that senses its operational electromagnetic environment and can dynamically and autonomously adjust its radio operating parameters to modify system operations so as to maximize throughput, mitigate interference, facilitate interoperability, access secondary markets”. Cognitive radio is able to perform dynamic spectrum access which has the potential to improve spectrum
utilization by allowing next generation mobile networks access to the attractive radio frequency spectrum bands. Generally speaking, dynamic spectrum access strategies can be broadly categorized into three models [60]: (1) Dynamic exclusive use model: This model maintains the basic structure of the current spectrum regulation policy. The main idea is to introduce flexibility to improve spectrum efficiency with dynamic spectrum resource assignment, but spectrum bands are licensed to services for exclusive use. (2) Open sharing model: This model employs open sharing among peer users as the basis for managing a spectral region. (3) Hierarchical access model: This model adopts a hierarchical access structure with PUs (licensed users) and SUs (unlicensed users). The basic idea is to open licensed spectrum to secondary users while limiting the interference perceived by the PUs. Compared to the dynamic exclusive use and open sharing models, the hierarchical model is perhaps most compatible with the current spectrum management policies and legacy wireless systems, so the hierarchical access model is adopted in this thesis.

In the hierarchical access model, cognitive radio technology must enable communication between SUs without sacrificing the performance of PUs. Specifically, cognitive radio should provide the following functions [3]: (1) Spectrum sensing: Detect and determine which portions of the spectrum are available for SUs usage without causing harmful interference to the PUs. (2) Spectrum management: Select the best available spectrum to meet communication requirements. (3) Spectrum sharing: Coordinate spectrum access among coexisting users with fairness, and also to avoid collision. (4) Spectrum mobility: SUs have to vacate the spectrum immediately when the transmission of PUs is detected.

1.2 Problem statement

Reliable spectrum sensing is the prerequisite of cognitive radio technology. Various approaches for spectrum sensing have been studied in the literature including energy detector, matched filter detector, and cyclostationary detector (cf. [59]). The non-coherent energy detector is the simplest approach to make detection decision by comparing the received
energy to a given threshold. The coherent detector, also referred to as a matched filter, can improve detection performance if knowledge of the transmitted signal is available in the first place. The cyclostationary feature detector can use the inherent periodicity of primary signals for more accurate detection at low SNR, and it is also able to distinguish different types of signals, but it is more computationally demanding and typically requires long sensing intervals.

The basic task of spectrum sensing is to detect available spectrum holes for SUs. A spectrum hole is defined as a band of frequencies assigned to a PU, but this band is not being used by that PU at a particular time or at a specific geographic location. In [59], it has been pointed out that spectrum holes can be explored in several domains. From a spatial point of view, available spectrum may exist in some parts of the geographical area while it is occupied in some other parts by the PUs. From a temporal point of view, available spectrum may exist if the frequency band is not continuously used. In addition, spectrum holes can also be exploited in the frequency, code and angle domains.

In this thesis, we focus on spatial spectrum sensing and temporal spectrum sensing to exploit spectrum holes in the spatial and temporal domains, respectively. In spatial spectrum sensing, interference analysis and power control are the main challenges in order to avoid harmful interference to PUs while maximizing the network throughput. In temporal spectrum sensing, accurate detection of the idle frequency band which is not occupied by PUs is critical. Besides, in order to avoid collisions, the durations of idle periods should be estimated, to allow the SU to return spectrum resource to PU before it reactivates again. Furthermore, collaborative spectrum sensing should be considered because the spectrum sensing performance may degrade severely when the transmitted signal is attenuated by path loss, shadowing, and small scale fading. Efficient collaboration or cooperation between cognitive radios can improve the spectrum sensing performance by exploiting spatial diversity.
1.3 Thesis Contributions

The main contributions of the thesis are summarized as follows:

- We develop a spatial spectrum sensing model by adopting the framework from [41] in which all SUs are scattered in the Euclidean plane according to a Poisson point process. All transmissions are assumed to be omnidirectional, and the signal propagation follows a lognormal shadowing model which includes path loss and lognormal shadowing. We consider a single primary transmitter located in the center of the plane, together with a population of SUs which employ the Listen-Before-Talk dynamic spectrum access scheme (see, e.g., [28,29]). Based on this model, the aggregate interference is quantified in several scenarios. We first consider a scenario in which all SUs transmit with fixed transmission power during the talk phase. With this assumption, we derive the moment generating function and expectation of the aggregate interference. Then, a power control scheme for SUs is proposed based on the aggregate interference analysis. A group maximum interference free transmit power (G-MIFTP) is determined for each SU by taking the tolerable interference threshold of the primary receiver into account. Moreover, we adopt the CSMA/CA multiple access scheme to avoid the collision between SUs.

- We develop an online parameter estimation algorithm for the HBMM and apply it to temporal spectrum sensing. The proposed online HBMM parameter estimator is based on a block-recursive parameter estimation scheme originally developed by Rydén for HMMs [47]. We adopt a method from Willy et al. [58] to recursively estimate the score function of the HBMM, and optimize the projection mapping of the online algorithm. Together with the state estimation and prediction recursions presented in [40], the HBMM parameter estimator forms the basis for a fully online scheme for temporal spectrum sensing. The estimation and prediction accuracy of this scheme is comparable to that of the offline Baum-based parameter estimator in [40]. Since the estimator is recursive, it can adapt to slow changes in the statistical behavior of the
PU’s transmission pattern.

- We develop collaborative spectrum sensing based on the HBMM and its associated state and parameter estimation algorithms. Compared to collaborative sensing methods that do not employ a model for the temporal dynamics of the PU, the proposed schemes provide superior spectrum detection performance. Our proposed collaborative spectrum sensing schemes can be divided into hard fusion schemes and soft fusion schemes. In the hard fusion scheme, each SU individually performs online state and parameter estimation for an HBMM and the individual decisions are fused using the linear fusion rule of [44] wherein the weights for linear combination are computed as part of the parameter estimation process. Furthermore, a soft fusion scheme is proposed to perform online parameter estimation and state prediction, based on an HBMM with vector observations. The effect of coarse quantization of the observation samples is studied to reduce the network overhead.

1.4 Thesis Outline

The remainder of the thesis is organized as follows. In Chapter 2, we provide a background and literature review for spatial spectrum sensing, temporal spectrum sensing, and collaborative spectrum sensing. In Chapter 3, we investigate spatial spectrum sensing, and analyze the aggregate interference. Then we propose a power control scheme and contention control scheme to maximize the network capacity and limit the interference to the primary system. In Chapter 4, we investigate temporal spectrum sensing and adopt the HBMM to model the channel occupancy behavior. An online parameter estimation algorithm is developed to perform parameter estimation and prediction. In Chapter 5, we investigate collaborative spectrum sensing as a means to overcome the hidden terminal problem. The HBMM hard and soft fusion schemes are studied to improve the spectrum sensing accuracy and reliability. In Chapter 6, we summarize the thesis contributions and discuss possible extensions of our work.
Chapter 2: Background and Literature Review

In recent years, there have been many research activities on cognitive radio and dynamic spectrum access. In this chapter, we would review related works in spatial spectrum sensing, temporal spectrum sensing, and collaborative spectrum sensing.

2.1 Interference and power control

Spatial spectrum sensing is an approach used to detect unused spectrum holes in a geographic area. The technical challenges of spatial spectrum sensing are in large part due to the uncertainty associated with the interference in the network. Such uncertainty can result from the unknown number of SUs and PUs and unknown locations of the SUs and PUs as well as channel fading, shadowing, and other uncertain environment-dependent conditions. Therefore, it is crucial to incorporate such uncertainty in the statistical interference model in order to quantify the effect of interference on the primary system [7, 45]. Interference modeling of cognitive networks differs from that of conventional networks due to the distinct transmission characteristics of a cognitive transceiver. A conventional terminal transmits with a constant power, but a cognitive transceiver is able to optimize its transmission according to the radio environment. For example, in an interference region cognitive radio is not allowed to transmit.

A mathematical framework for characterizing interference in a cognitive radio network was proposed in [41]. In this framework, SUs are scattered in the Euclidean plane according to a Poisson point process and operate asynchronously in a wireless environment subject to path loss, shadowing, and multipath fading. Poisson point processes are widely used in diverse fields such as astronomy, positron emission tomography, cell biology, optical communications, and wireless communications. Although in [41] the aggregate interference
from the SUs and its impact on the performance of the primary transmitter are quantified, this paper did not address the problem of how to take advantage of this interference analysis to carry out power control.

The main objectives of power control in conventional wireless networks are to improve the energy efficiency by appropriately reducing the transmission power without degrading the link throughput and to increase the total throughput of the network by enhancing the spatial reuse of the channel. Power control in cognitive radio networks have been studied under different network setups and various performance measures, but the design tradeoffs in conventional power control can still be found here [46]. In [6, 50], the authors considered power control of cognitive radio under a fading wireless channel, and proposed an approach to opportunistically adapt the transmission power to allow the secondary users to maximize their achievable transmission rates without degrading the outage probability of the primary user. In [20], Habibul also studied the problem of joint power control and beamforming with the objective of minimizing the total transmitted power of the secondary users such that the interference to the primary user would remain below a threshold level.

In [34], power control is carried out to ensure that a cognitive radio’s transmit power does not exceed a maximum interference-free transmit power (MIFTP), which is defined as the maximum power at which a given SU can transmit without causing harmful interference to any of the primary receivers. The MIFTP for the SU is estimated based on signal strength measurements taken by a group of SUs. However, this is done under the assumption that the SUs have the knowledge of their exact locations, and can exchange their observation and transmission decisions with negligible delay. Moreover, it is assumed that at most one SU can transmit at a given time. In practice, due to the uncertainty of the number and locations of SUs as well as channel fading, shadowing, and other uncertain environment-dependent conditions, the communication performance of the PUs may be seriously affected by the aggregate interference generated by multiple SUs transmitting simultaneously [45]. Thus, accurate modeling of the aggregate interference is crucial to designing a cognitive radio network and quantifying the effect of the interference on the performance of the primary
2.2 Model based temporal spectrum sensing

In temporal spectrum sensing, the PU alternates between an active state, in which it transmits a signal onto the channel, and an idle state. The objective of temporal spectrum sensing in a narrowband channel is not only to infer the current state of the PU by monitoring the received signal, but also to forecast the future state of the PU. None of the aforementioned spectrum sensing approaches such as energy detection, matched filter detection, and cyclostationary feature detection, provides such forecasting capability. By anticipating in advance that the PU will change from the idle state to the active state, a cognitive radio could vacate the channel well before such an event occurred, thereby reducing the potential interference to the PU.

Model-based temporal spectrum sensing is considered to enable forecasting the state of PU. Much of the prior work on model-based temporal spectrum sensing relies on the more traditional univariate Markov chain, either in discrete-time or continuous-time, to model the PU. Several papers have used the standard HMM to jointly model the PU state and the effect of the channel. A recent paper by Li et al. [30], develops a sequential particle filtering approach for joint estimation of the current state of the PU and of the channel. In [30], a two-state discrete-time Markov chain model for the PU is assumed and the channel is modeled by a finite state Markov chain to characterize time-variant small-scale fading. Empirical results presented in [13, 40] provide evidence of the non-geometric nature of the active and idle periods of a PU. In [13], a continuous-time semi-Markov process was proposed as a model for the PU.

In [40], an approach to model-based temporal spectrum sensing was proposed based on a hidden bivariate Markov model (HBMM). In this context, the HBMM consists of an underlying bivariate Markov chain which models the state sequence of the PU, together with an observation model which characterizes the lognormal shadow fading of the channel between the PU and the cognitive radio. A key benefit of the HBMM for the spectrum 8
sensing application is that the sojourn times of the PU in the active and idle states are modeled by discrete phase-type distributions, whereas in an HMM the model for sojourn times is limited to the geometric distribution. The ability of the HBMM to characterize general state sojourn times is important for accurate prediction of the future state of a PU.

Parameter estimation for model-based temporal spectrum sensing is crucial. Its estimation accuracy and converge speed directly affect the temporal spectrum sensing performance. In [40], the Baum algorithm [5] is applied to training data to estimate the HBMM parameter. The HBMM parameter estimate is then used to perform state estimation and prediction via forward recursions. This approach was shown to perform well on real spectrum measurement data with respect to estimation and prediction error probabilities. Due to the offline nature of the Baum algorithm, however, it cannot adapt to changes over time in the wireless channel or in the underlying statistics of the PU transmission pattern.

It is desirable to estimate the parameter of the HBMM online. There are several existing algorithm to estimate the parameter of an HMM online. The problem of recursively estimating the parameter of an HMM was first studied by Kashyap in [21], who estimated the elements of the hidden Markov chain transition matrix using noisy measurements of the chain state as the observation sequence. The noise superimposed upon the state signal was assumed to have a zero mean, finite variance, and to be independent of the individual states of the hidden chain. Convergence of the resulting sequence of recursive estimates to the true model parameter was proved under certain conditions. Inspired by the recursive ML-estimator for mixtures algorithm in the independent case combined with the conditioning step in the EM algorithm, Holst and Lindgren proposed a recursive algorithm to estimate the parameter of the hidden Markov model in [19]. In this algorithm the information matrix is required in order to calculate the adaptive matrix in the initial phase of the algorithm, which requires a long sequence of observation data in advance. In 1997, LeGland and Mevel proposed a recursive identification algorithm for a HMM having a hidden discrete-time Markov chain and observations in a discrete alphabet [27]. Further, they addressed consistency issues and convergence of the algorithm to a set of points which locally optimizes a
contrast function. Krishnamurthy and Moore [25] also studied recursive estimation of the parameter of an HMM using a gain matrix which approximates the inverse of the complete data information matrix, and where the model being estimated is assumed to include a discrete-time Markov chain.

In [47], Ryden argued that the Holst-Lindgren algorithm locally minimized the relative entropy rate and yielded asymptotically normal estimates under some general conditions. Ryden also proposed a recursive estimator for the hidden Markov model based on the $m$-dimensional distribution of the process and showed that this estimator converges to the set of stationary points of the corresponding Kullback-Leibler information. As we will discuss in Chapter 4, Ryden’s algorithm seems to converge faster than the Holst-Lindgren algorithm, and has lower computational cost since it does not require the information matrix in the initial phase. We extend Ryden’s algorithm to estimate the HBMM parameter online.

### 2.3 Collaborative spectrum sensing

In radio environments, the detection performance of spectrum sensing is usually compromised by destructive channel conditions with severe shadowing and fading effects, since it is hard to distinguish between an idle spectrum and a weak signal attenuated by deep fading. The consequent hidden terminal effects and other errors can result in harmful interference to PUs. Collaborative or cooperative spectrum sensing techniques leverage multiuser diversity to improve sensing performance. These techniques extend the temporal spectrum sensing method mentioned above by involving multiple SUs in a joint decision-making process to determine when a given channel is idle or active. Collaborative spectrum sensing can be categorized into two main approaches: hard and soft decision schemes.

In hard decision schemes, each SU in a group of SUs makes an independent decision on the active or idle state of the channel. These 1-bit decisions are forwarded to a fusion center, which combines the individual SU decisions into a final decision according to a fusion rule. Two popular fusion rules are the majority vote and the more conservative OR-rule, in which the PU is deemed active if at least one of the SU decides that the PU is
active. Hard decision schemes based on voting among the simplest suboptimal collaboration methods [1]. In soft decision schemes, each of the SUs forwards measurements to the fusion center directly, which combines them linearly according to a set of weights and compares the result to a threshold to determine the final decision. The soft decision scheme proposed in [22] uses the likelihood ratio test (LRT) to implement the Neyman-Pearson classifier. This classifier, however, involves a quadratic form leading to high computation cost, and the performance evaluation and threshold computations are also mathematically less tractable. Soft decision schemes can outperform hard decision schemes in terms of detection accuracy, but the weights for soft fusion must be chosen appropriately, and the computational and communication overhead is much higher.

In [9], a more sophisticated hard decision scheme is studied by taking the sensing throughput and the sensing time into account. In this scheme, by adopting the weighting idea from the soft decision scheme, the 1-bit hard decisions are weighted based on the likelihood ratio test at the fusion sensor. The differences in the reliability of the 1-bit decisions made by different SUs are therefore reflected in the weights of the decisions in the fusion center. However, the global optimum solution for the threshold of the fusion rule and weights for SUs are more difficult to find than in the soft decision scheme. The computational complexity together with its mathematically untractable performance make this scheme less attractive. In [32], a softened hard combination scheme with two-bit overhead for each SU is proposed attempting to make a good tradeoff between the detection accuracy and the communication overhead. However, the weights can only be computed offline. In [44], a simpler detector structure can be used by linearly combining the measurements from the SUs, and a linear fusion rule is proposed for a soft decision scheme. By doing so, the optimal threshold at the fusion center can be jointly determined with the optimal linear combining weights. The weights can be derived using a practical scheme by optimizing the modified deflection coefficient (MDC) which characterizes the probability distribution function of the global test statistic at the fusion center. This approach has less computational
complexity, is more tractable, and achieves performance comparable to the LRT-based fusion. However, all of the aforementioned collaborative spectrum sensing schemes are not model-based. As we will discuss in Chapter 5, the model based collaborative spectrum sensing can provide superior spectrum detection performance.
Chapter 3: Spatial Spectrum Sensing

In this chapter, we focus on the spatial spectrum sensing in cognitive radio network to exploit spectrum holes in the spatial domain. In spatial spectrum sensing, the PU is considered to be active all the time. Thus, SUs cannot transmit in the same frequency band as the PU, unless the SUs move out of the coverage area of the PU. When SUs are sufficiently far away from the PU, the interference caused by SU transmissions can be tolerated by the PU. SUs could efficiently reuse the frequency resource.

Interference analysis plays an important role in spatial spectrum sensing, since it can be used to ensure the performance of the PU, and it can also be used to carry out power control for SUs. Previous research has focused only on interference from a single SU, however, multiple SUs may transmit simultaneously and cause aggregate interference to the PU. In this chapter, we analyze aggregate interference and use this analysis to develop appropriate power control and contention control schemes. The part of the work in this chapter appears in [53].

3.1 System Model

Let us introduce a spatial spectrum sensing model with a single primary transmitter node $p$, one primary receiver node $v$ (or victim node), and a population of SUs distributed within an area in the Euclidean plane. The point process of SUs is assumed to form a realization of a homogeneous Poisson point process with intensity $\Lambda$. Each SU is active with probability $\alpha$, independent of the other SUs. Using the thinning property of the Poisson point process (see, e.g., [4]), the active SUs form a realization of a homogeneous Poisson point process with intensity $\lambda = \alpha \Lambda$. For an area of interest $A$, let $\Phi(A)$ denote the number of active SUs in $A$ and let $|A|$ denote the physical area corresponding to $A$. Then the probability
distribution of $\Phi(A)$ is given by

$$P\{\Phi(A) = k\} = e^{-\lambda|A|}(\lambda|A|)^k/k!, \quad k = 0, 1, 2, \ldots$$  \hspace{1cm} (3.1)$$

Let $\mathcal{A} = \{1, \ldots, \Phi(A)\}$ denote the index set of active SUs and let $a_i$ denote the $i$th SU, $i \in \mathcal{A}$. The system scenario is illustrated in Fig. 3.1. Here, nodes $v_1$, $v_2$, and $v_3$, represent hypothetical victim nodes that lie closest to active SUs $a_1$, $a_2$, and $a_3$, respectively, within the coverage area of $p$.

We assume that all transmissions are omnidirectional and that signal propagation is governed by a lognormal shadowing model [35, (2.4.15)]. Hence, the propagation loss in dB between two nodes $i$ and $j$ can be expressed as

$$L_{i,j} = g(d_{i,j}, \kappa) + W \quad [\text{dB}],$$  \hspace{1cm} (3.2)$$

where the function $g(d, \kappa)$ represents the path loss component [31]. For simplicity we assume that $g(d, \kappa) = 10\kappa \log_{10} d$ and the path loss factor $\kappa$ is given, so it can be denoted by $g(d)$. 

Figure 3.1: Interference scenario.
The shadowing noise \( W \) is typically modeled as a zero mean white Gaussian noise process with variance \( \sigma_w^2 \), which is independent of the path loss \([16]\). We denote the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \) by \( N(\mu, \sigma^2) \). Thus, \( W \sim N(0, \sigma_w^2) \). Hence, the received power at node \( v \) due to node \( p \) is given by

\[
R_v = s_p - L_{p,v} = s_p - g(d_{p,v}) + W \quad [\text{dBm}],
\]

(3.3)

where \( s_p \) is the transmitted power of node \( p \). Similarly, the received power at node \( v \) from node \( a \), where node \( a \) is any node chosen from \( A = \{1, \ldots, \Phi(A)\} \), is given by

\[
I_v = s_a - L_{a,v} = s_a - g(d_{a,v}) + W \quad [\text{dBm}],
\]

(3.4)

where \( s_a \) is the transmitted power of node \( a \).

The outage probability of a victim node \( v \) with respect to the transmitter \( p \), is the probability that the received power \( R_v \) from node \( p \) falls below a detection threshold \( r_{\text{min}} \) [dBm] when \( p \) is transmitting (see, e.g. [53] [34]):

\[
P_{\text{out}}(p, v) \triangleq P\{R_v < r_{\text{min}}\}.
\]

(3.5)

In general, \( r_{\text{min}} \) is determined by the primary receiver’s structure, noise statistics, and quality of service (QoS) requirements. The coverage distance is the maximum distance between the node \( p \) and any potential victim node \( v \) such that the outage probability does not exceed a threshold \( \varepsilon_{\text{cov}} > 0 \):

\[
d_{\text{cov}}(p) \triangleq \max\{d_{p,v} : P_{\text{out}}(p, v) \leq \varepsilon_{\text{cov}}\}
\]

\[
= g^{-1}(s_p - r_{\text{min}} + \sigma Q^{-1}(1 - \varepsilon_{\text{cov}})),
\]

(3.6)

where \( g^{-1}(\cdot) \) denotes the inverse of \( g(\cdot) \) and \( Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-\frac{t^2}{2}} dt \) denotes the standard Q
function.

The interference probability with respect to a given victim node \( v \) is the probability that \( I_v \) exceeds an interference tolerance threshold \( I_{max} \) [dBm] when node \( a \) is transmitting. This threshold can be set to meet the PU’s interference tolerance policy as follows:

\[
P_{int}(a, v) \triangleq P\{I_v \geq I_{max}\}. \tag{3.7}
\]

Under the shadowing model, the interference probability is given by

\[
P_{int}(a, v) = Q\left(\frac{I_{max} - s_a + g(d_{a,v})}{\sigma_{va}}\right). \tag{3.8}
\]

### 3.2 Aggregate interference

Based on the above system model, we analyze the aggregate interference for a cognitive radio network represented in a Euclidean plane. In the Euclidean plane, the norm for a position vector \( z = (z_1, z_2) \) is given by \( \|z\| = \sqrt{z_1^2 + z_2^2} \). The scenario is shown in Fig. 3.1, with the primary transmitter located in the center of the plane.

We assume that all SUs employ a Listen-Before-Talk (LBT) scheme [28, 29] to dynamically access the available spectrum. In the LBT scheme, each SU consists of two states: listen state and talk state. During the listen state, the SU does not transmit any signal, but it estimates the power of the received signal from the primary transmitter to determine whether it can switch to the talk state to transmit a signal. For example, if the received power \( R < \eta \), the SU would switch to the talk state; otherwise, it remains in the listen state. During the talk state, the SU can transmit at a fixed power. After transmitting for a pre-specified maximum duration, it returns to the listen state to listen again. Compared with other models, which depend on the primary receivers to send out beacons to notify other nodes of their locations [41], the LBT model requires less energy and fewer bandwidth resources.
In the LBT scheme, each of the active SU $a_i, i \in \mathcal{A}$, compares the received power from the primary transmitter to a deterministic threshold $\eta$. We introduce a function $U(x)$ to indicate whether a SU located at position $x$ in the Euclidean plane has the right to access the network:

$$U(x) = \begin{cases} 1, & s_p - g(\|x\|) + W_{pa} < \eta, \\ 0, & \text{otherwise}, \end{cases}$$

(3.9)

where $W_{pa} \sim N(0, \sigma_{pa}^2)$ is the shadowing noise between the primary transmitter and SU. If $U(x) = 1$, it means this SU located at position $x$ is sufficiently far away from the primary transmitter, therefore it can transmit with the same frequency band as the primary transmitter.

At the first place, we assume that each SU $a_i, i \in \mathcal{A}$, transmits with a fixed power $s_a$ if it has the right to access network. Let $x_i$ denote the position vector corresponding to the SU $a_i, i \in \mathcal{A}$. The shadowing noise received at the victim node $v$ due to the transmission of SU is given by $W_{va} \sim N(0, \sigma_{va}^2)$. Hence, given the location of the primary receiver $x_v$, the aggregate interference from SUs can be characterized as

$$I = \sum_{i \in \mathcal{A}} U(x_i) \cdot 10^{\frac{s_a - g(\|x_i - x_v\|) + W_{va}}{10}} = \sum_{i \in \mathcal{A}} U(x_i) h(x_i) 10^{\frac{W_{va}}{10}},$$

(3.10)

where the summation is over the index set of SUs $a_i, i \in \mathcal{A}$, and

$$h(x) = 10^{\frac{s_a - g(\|x - x_v\|)}{10}}.$$

Here, the aggregate interference is given in linear scale. Given the location information $\Omega$ of all SUs, the moment generating function (see, e.g., [23, Chap. 8]) of the aggregate
interference can be derived as follows:

\[
M_I(t) = E[e^{tI}] = E \left[ e^{t \sum_{i \in A} U(x_i) h(x_i) 10 W_{va} W_{pa}} \right] \\
= \prod_{i \in A} E \left[ e^{t U(x_i) h(x_i) 10 W_{va}} \right] \\
= E \left[ \prod_{i \in A} E \left[ e^{t U(x_i) h(x_i) 10 W_{va}} \bigg| \Omega \right] \right]. \tag{3.11}
\]

Suppose \( \{x_i\} \) is a Poisson point process with intensity measure \( m(x) dx \). Using properties of the Laplace functional of the Poisson point process [4], [51], we can obtain the following equation for all nonnegative functions \( v(x) \) satisfying \( \int_{\mathbb{R}^2} (1 - v(x)) m(x) dx < \infty \):

\[
E \left[ \prod_{i \in A} v(x_i) \right] = \exp \left\{ - \int_{\mathbb{R}^2} (1 - v(x)) m(x) dx \right\}. \tag{3.12}
\]

Let

\[
v(x) = E \left[ e^{t U(x) h(x) W_{va}} \bigg| \Omega \right]. \tag{3.13}
\]

Applying (3.12) and (3.13) into (3.11), we can obtain the following alternative expression for \( M_I(t) \):

\[
M_I(t) = \exp \left\{ -\lambda \int_{\mathbb{R}^2} \left( 1 - E \left[ e^{t U(x) h(x) 10 W_{va}} \bigg| \Omega \right] \right) dx \right\}. \tag{3.14}
\]

From the moment generating function, we can obtain the expectation of the aggregate interference. The shadowing noise variables \( W_{pa} \) and \( W_{va} \) are independent of each other, and are independent of the locations of SUs. For simplicity, \( W_{pa} \) is determined by the primary transmitter and \( W_{va} \) is determined by the victim receiver.
From the moment generating function $M_I(t)$, the expectation of the aggregate interference can be obtained as follows:

$$E(I) = \frac{dM_I(t)}{dt} \bigg|_{t=0}$$

$$= \lambda \int_{\mathbb{R}^2} E\left[U(x)h(x)10^{\frac{W_{va}}{10}} \mid \Omega\right] dx$$

$$= \lambda \int_{\mathbb{R}^2} h(x)E[U(x) \mid \Omega] \cdot E\left[10^{\frac{W_{va}}{10}}\right] dx. \quad (3.15)$$

Here,

$$E\left[10^{\frac{W_{va}}{10}}\right] = \int_{-\infty}^{+\infty} 10^{\frac{w}{10}} \cdot f(w; \sigma_{va}^2) dw = e^{\omega_{va}}, \quad (3.16)$$

where $\omega_{va} \triangleq \frac{\sigma_{va}^2}{2(10\log_{10} e)}$ and $f(w; \sigma_{va}^2)$ denotes the probability density function (pdf) of $W_{va}$, and

$$E[U(x) \mid \Omega] = \int_{-\infty}^{\eta - sp + g(\|x\|)} f(w; \sigma_{pa}^2) dw = \beta(x), \quad (3.17)$$

where $\beta(x) \triangleq 1 - Q\left(\frac{\eta - sp + g(\|x\|)}{\sigma_{pa}}\right)$ and $f(w; \sigma_{pa}^2)$ denotes the pdf of $W_{pa}$. Using (3.15)–(3.17) we have

$$E[I] = \lambda e^{\omega_{va}} F(s_a, x_v), \quad (3.18)$$

with

$$F(s_a, x_v) = \int_{\mathbb{R}^2} \beta(x)h(x) dx.$$
function. The $n$th order cumulant $\tilde{\kappa}_n$ is given as:

$$
\tilde{\kappa}_n = \frac{\partial^n}{\partial \nu^n} G(t) \bigg|_{t=0}
= \lambda e^{n^2 \omega_{\nu a}} \int_{\mathbb{R}^2} \beta(x) h^n(x) dx.
$$

(3.19)

Although a closed-form of the probability density function for the aggregate interference cannot be found, it has been shown in [48], [14] that the lognormal distribution can be used to approximate the probability density function of the aggregate interference, when the uniform distributed interferers are at a specified minimum distance (protection distance) from the primary transmitter.

The probability density function of a lognormal variable $y$ is

$$
p(y) = \frac{1}{\sqrt{2\pi}\sigma y} \exp\left(\frac{-(\ln(y) - \mu)^2}{2\sigma^2}\right),
$$

(3.20)

If the lognormal distribution is used to approximate the distribution of the aggregate interference, the mean and variance can be estimated using its first order cumulant $\tilde{\kappa}_1$ and second order cumulant $\tilde{\kappa}_2$ as follows:

$$
\mu = \ln \left( \frac{\tilde{\kappa}_2^2}{\sqrt{\tilde{\kappa}_2^2 + \tilde{\kappa}_1^2}} \right),
\sigma = \sqrt{\ln \left( \frac{\tilde{\kappa}_2}{\tilde{\kappa}_1} + 1 \right)}.
$$

(3.21)

### 3.3 Power Control based on Aggregate Interference

Instead of choosing fixed power for all SUs, it is more appropriate for each SU to carry out power control and transmit with its own power, since the distances between different SUs and primary receiver are different. Intuitively, the closer the distance between the SU and the primary receiver, the smaller the transmission power should be in order to avoid excessive interference inflicted on the primary receiver. As described in [34], for a single
SU, the maximum interference-free transmit power (MIFTP) can be defined in terms of the worst-case interference probability:

\[ P_{\text{int}}(a) = \sup_v P_{\text{int}}(a, v) = Q \left( \frac{I_{\text{max}} - s_a + g(d^*_a)}{\sigma_{va}} \right), \]

where \( d^*_a \triangleq d_{p,a} - d_{\text{cov}}(p) \) is called the critical distance for the SU \( a \) with respect to the primary transmitter \( p \), and the supremum is taken over all potential victim nodes \( v \) such that \( d_{p,v} \leq d_{\text{cov}}(p) \). The MIFTP is then given by

\[ s^*_a = \max\{s_a : P_{\text{int}}(a) \leq \varepsilon_{\text{int}}\}, \]

and we have

\[
\begin{align*}
  s^*_a &= \begin{cases}
    I_{\text{max}} + g(d^*_a) - \sigma_{va}Q^{-1}(\varepsilon_{\text{int}}), & \text{if } d_{p,a} > d_{\text{cov}}(p), \\
    -\infty, & \text{otherwise}.
  \end{cases}
\end{align*}
\]

However, in the system model presented above, multiple SUs may transmit signals at the same time. The critical distance for the \( i \)th SU is defined as

\[ d^*_{a_i} \triangleq d_{p,a_i} - d_{\text{cov}}(p) = \|x_i\| - d_{\text{cov}}. \]

In Fig. 3.1, the critical distances corresponding to the SUs \( a_1, a_2, \) and \( a_3 \), are given by \( d_{a_1,v_1}, \) \( d_{a_2,v_2}, \) and \( d_{a_3,v_3} \), respectively. We assume that each SU that has the right to access the network can contribute at most \( i_{\text{max}} \) interference to the victim node \( v \), such that the sum of \( i_{\text{max}} \) over all such SUs should satisfy \( \sum_{i \in A} U(x_i)i_{\text{max}} \leq I_{\text{max}} \). Then the \( i \)th SU is permitted to transmit at a power level not exceeding its group MIFTP or G-MIFTP defined as follows:

\[
\begin{align*}
  s^*_{a_i} &= \begin{cases}
    i_{\text{max}} + g(d^*_{a_i}) - \sigma_{va}Q^{-1}(\varepsilon_{\text{int}}), & \text{if } d_{p,a_i} > d_{\text{cov}}(p), \\
    -\infty, & \text{otherwise}.
  \end{cases}
\end{align*}
\]

Therefore, the goal to obtain the G-MIFTP for SUs can be accomplished by selecting an appropriate value for \( i_{\text{max}} \). If each SU that has permission to access the network can transmit with G-MIFTP, then the moment generating function of the aggregate interference can be derived similarly as in the fixed transmission power case. The expectation of the
aggregate interference can be derived from the moment generating function and is given by

\[ E[I] = \lambda e^{\omega_{va}} \cdot \psi(i_{\text{max}}) F(x_v), \quad (3.25) \]

with

\[ F(x_v) = \int_{\mathbb{R}^2} \beta(x) 10^{rac{g(\|x\| - d_{\text{cov}}) - g(\|x-x_v\|)}{10}} dx \]

\[ = \int_{\mathbb{R}^2} \beta(x) \left( \frac{\|x\| - d_{\text{cov}}}{\|x-x_v\|} \right)^\kappa dx, \]

and

\[ \psi(i_{\text{max}}) = 10^{\frac{i_{\text{max}} - \sigma_{va} Q^{-1}(\varepsilon_{\text{int}})}{10}}. \quad (3.26) \]

From the moment generating function of the aggregate interference, we can also obtain the variance of the aggregate interference and is given by

\[ \text{Var}(I) = \lambda e^{\omega_{va}} \cdot \psi^2(i_{\text{max}}) \Gamma(x_v), \quad (3.27) \]

with

\[ \Gamma(x_v) = \int_{\mathbb{R}^2} \beta(x) 10^{rac{g(\|x\| - d_{\text{cov}}) - g(\|x-x_v\|)}{5}} dx \]

\[ = \int_{\mathbb{R}^2} \beta(x) \left( \frac{\|x\| - d_{\text{cov}}}{\|x-x_v\|} \right)^{2\kappa} dx. \]

When all SUs are carrying out power control with G-MIFT, The distribution of the aggregate interference can also be approximated by the lognormal distribution, and cumulants are given by

\[ \tilde{\kappa}_n = \lambda e^{\omega_{va}} \cdot \psi^n(i_{\text{max}}) \int_{\mathbb{R}^2} \beta(x) \left( \frac{\|x\| - d_{\text{cov}}}{\|x-x_v\|} \right)^{n\kappa} dx. \quad (3.28) \]

With cumulants, the probability density function of the aggregate interference can also be
obtained, which would be an expression containing the variable $i_{\text{max}}$. Similar with power control using MIFTP, the probability that the aggregate interference exceeding the threshold $I_{\text{max}}$ should be less than $\varepsilon_{\text{int}}$, so the following condition should be satisfied

$$P(I \geq I_{\text{max}}) \leq \varepsilon_{\text{int}}.$$  \hfill (3.29)

Using the approximated distribution of the aggregate interference together with the inequality (3.29), $i_{\text{max}}$ can be determined, thus each active SU can transmit with power up to its own G-MIFTP given by (3.24).

### 3.4 Hybrid Power/Contention Control

Power control let SUs transmit simultaneously without causing harmful interference to the PU. However, collisions between SUs may still occur when one SU is located very close to its neighbor SU. Even though SUs are granted the right to access the spectrum resource of the PU, interference between SUs can also lead to transmission failure. The multiple access scheme in the MAC layer can address this issue by implementing contention control among SUs, and carrier sense multiple access with collision avoidance (CSMA/CA) is widely used in wireless networks.

If the SUs employ CSMA/CA, then each SU would sense the medium before its transmission. If the medium is busy, an active SU defers its transmission with a random backoff time. Otherwise, the SU gets the opportunity to access the medium. Assume the $i$th SU is transmitting with power $s_{ai}$, and $R_{aj}$ indicates the received power at the $j$th SU which is sensing the medium at distance $d_{ai,aj}$ away from the $i$th SU. Then the received power $R_{aj}$, which is viewed as interference, to the $j$th SU can be expressed as

$$R_{aj} = s_{ai} - g(d_{ai,aj}) + W_a \ [\text{dBm}],$$  \hfill (3.30)

where $W_a \sim N(0,\sigma_a^2)$ is the shadowing noise between the SUs. The medium is determined
to be busy to the $j$th SU if $R_{aj}$ is larger than a threshold $\eta_{det}$. Based on that, we can define the detection probability:

$$P_{det} \triangleq P\{R_{aj} \geq \eta_{det}\}. \quad (3.31)$$

As a result of contention control with CSMA/CA, all SUs are separated from each other by at least a contention distance away. Given a threshold $\varepsilon_{det}$, the contention distance $d_{min}$ can be defined as

$$d_{min} \triangleq \min\{d_a : P_{det} \leq \varepsilon_{det}\}. \quad (3.32)$$

As shown in [17], if all SUs transmit with fixed power and apply CSMA/CA, then the distribution of the active SUs can be modeled as Matern-Hardcore (MH) point process. An MH point process is a dependent thinning process from the original Poisson point process, which means that the point positions are correlated to each other. In the MH point process, a random mark is associated with each point, and a point is deleted from the original point process if there exists another point within distance $d_{min}$ with a smaller marker. The retaining probability $q_{mh}$ for the MH point process, which is the probability of a point from a Poisson point process with a density $\lambda$ surviving the thinning process, is given by

$$q_{mh} = 1 - e^{-\lambda \pi d_{min}^2}. \quad (3.33)$$

However, it is very difficult to analyze the distribution of aggregate interference with the MH point process. In [7], an independent thinned Poisson point process is used to approximate the MH point process to carry out the aggregate interference analysis. The intensity of this independent thinned Poisson point process, denoted by $\lambda_{mh}$, is given by

$$\lambda_{mh} = \lambda \cdot q_{mh}. \quad (3.34)$$

As shown in [7], when SUs are transmitting with fixed power, the lognormal fitting for the aggregate interference distribution with the independent thinned Poisson point process
The approximation is fairly accurate compared to simulation result with the MH point process. Thus, for aggregate interference analysis, the MH point process can be replaced by an independent thinned Poisson point process with intensity $\lambda_{mh}$.

It would be preferable to combine contention control with power control. A hybrid scheme can be carried out in the following manner: First contention control is applied, resulting in a set of active SUs following an MH point process. Then, power control is employed to adjust the transmission power for each active SU allowing them to transmit with G-MIFTP.

The remaining issue is how to determine an initial fixed power $s_a$ and the contention distance $d_{min}$ for the MH process in the contention control step. The initial power $s_a$ and the contention distance $d_{min}$ should satisfy certain conditions in order to ensure that the detection threshold $P_{det}$ between two active SUs is less than $\varepsilon_{det}$ even after the power control step. Basically, the initial fixed power $s_a$ for all of SUs should be large enough, and consequently a large enough $d_{min}$ can be determined.

A conservative method to determine the initial fixed power $s_a$ is to use an MIFTP power control scheme. According to the MIFTP power control scheme in (3.23), the SU has the maximum MIFTP when the distance $d_a^*$ is maximum. In other words, the SU at the location with the largest $d_a^*$ distance has larger transmission power than at any other location in the Euclidean plane. Moreover, this maximum MIFTP is larger than any specific transmission power in the G-MIFTP power control scheme when multiple SUs are allowed to transmit. If we assume all of the SUs are scattered inside a disc with radius $r$, then this maximum MIFTP can be achieved at the edge of the disc with $d_{max}^* = r - d_{cov}(p)$, and the value of this maximum MIFTP can be determined by

$$s_{max}^* \triangleq I_{max} + g(d_{max}^*) - \sigma_{va}Q^{-1}(\varepsilon_{int}).$$  

(3.35)

Subsequently, the contention distance $d_{min}$ can be obtained by substituting $s_{max}^*$ into the
following equation which is derived from (3.30)-(3.32):

\[ d_{\text{min}} = g^{-1}(s_{\text{max}} - \eta_{\text{det}} + \sigma_{a}Q^{-1}(\varepsilon_{\text{det}})). \]  

(3.36)

Then, G-MIFTP power control is carried out to let each SU transmit with G-MIFTP. Because the aggregate interference analysis for MH point process is approximated by the independent thinned Poisson point process with intensity \( \lambda_{mh} \), the mean and variance of the aggregate interference, together with the cumulants for the probability density function can be calculated the same way as we did in (3.25),(3.27),(3.28). Then the G-MIFTP for each SU in the MH point process, can be obtained using (3.24). Consequently, the proposed hybrid contention and power control scheme can satisfy the performance requirement for both the PUs and SUs.

**3.5 Numerical Results**

In this section, we present numerical results to demonstrate the accuracy of our aggregate interference analysis and the performance of our proposed power control and contention
control scheme. The simulation scenario is shown in Fig. 3.2. The area of interest is a disk with radius \( r = 7 \) km, which is illustrated by a dashed circle. The primary transmitter denoted by a small red circle is located at the center of the Euclidean plane (0,0) km, and the primary receiver denoted by a green triangle is located at (1,1) km. The blue stars represent all SUs having the right to transmit in the area, and the blue stars enclosed in small red circles represent the SUs that are actually transmitting with the same frequency band as the primary transmitter at this moment.

### 3.5.1 Fixed transmission power \( s_a \)

In this case, we assume each SU transmits at a fix power level \( s_a = 40 \) dBm, the transmission power for the primary transmitter \( s_p = 40 \) dBm, Listen-Before-Talk threshold \( \eta = -110 \) dBm, path loss factor \( \kappa = 4 \), and shadowing loss parameters \( \sigma_{va} = 2 \) dB, \( \sigma_{pa} = 2 \) dB. The intensity of the Poisson point process is given by \( \Lambda = 1.0 \times 10^{-6} \), while the active probability \( \alpha \) is a parameter that is varied in our simulation ranging from 0.1 to 1.0.

With the above parameter values, we ran simulations to get the aggregate interference
to the primary receiver. The simulated aggregate interference was averaged over 2000 iterations and shown in Fig. 3.3. On the other hand, we can also theoretically calculate the expectation of the aggregate interference with (3.18). Fig. 3.3 shows that the theoretical result matches the simulation result very well. In addition, when the active probability $\alpha$ increases, the number of transmitting SUs increases correspondingly, and the expectation of the aggregate interference also increases.

In addition, simulations were performed to verify that the distribution of the aggregate interference can be well approximated by the lognormal distribution. With the parameter setting given above, and the active probability $\alpha$ fixed at 1.0, we repeated the simulation 2000 times. We then plotted the probability density function of the aggregate interference in Fig. 3.4. In addition, we calculated cumulants for the aggregate interference with (3.19), from which the mean and variance for the lognormal distribution can be calculated using (3.21), which gave values of $\mu = -21.3712$ and $\sigma = 0.2134$.

Fig. 3.4 shows that the simulated probability density function matches the lognormal distribution very well. This numerically justifies use of the lognormal distribution to approximate the aggregate interference when SUs are transmitting with fixed power.
3.5.2 Transmission with G-MIFTP

In this case, we let each active SU transmit with its own G-MIFTP. Parameters are given as follows: transmission power for the primary transmitter $s_p = 40$ dBm, Listen-Before-Talk threshold $\eta = -110$ dBm, path loss factor $\kappa = 4$, shadowing loss parameters $\sigma_{va} = 2$ dB, $\sigma_{pa} = 2$ dB, $\varepsilon_{int} = 0.01$, $\varepsilon_{cov} = 0.05$, detection threshold $r_{min} = -90$ dBm, and aggregate interference threshold $I_{max} = -100$ dBm. The intensity of the Poisson point process is given by $\Lambda = 1.0 \times 10^{-6}$, while the active probability $\alpha$ is a parameter that is varied in our simulation ranging from 0.1 to 1.0.

Simulations were performed to analyze the aggregate interference to the primary receiver. If we fixed the active probability $\alpha = 1.0$, when SUs transmit with G-MIFTP, the distribution of the aggregate interference can be approximated by the lognormal distribution with $\mu = -23.4492$ and $\sigma = 0.1820$ calculated from cumulants in (3.28), which is verified in Fig. 3.6.

With the approximated lognormal distribution, we carried out G-MIFTP power control for SUs based on (3.29). According to our system requirement, the aggregate interference should exceed the threshold $I_{max}$ with probability less than $\varepsilon_{int} = 0.01$. During our 3000
iterations, there are only 22 times that the aggregate interference would exceed the threshold $I_{max}$. In addition, Fig. 3.5 shows that the expectation of the aggregate interference calculated with (3.25) matches the averaged simulation result very well. Meanwhile, the expectation of the aggregate interference can be always maintained under the threshold $I_{max} = -100$ dBm. Thus, the proposed G-MIFTP power control scheme can let each SU transmit with its own G-MIFTP without causing harmful interference to the primary receiver.

### 3.5.3 Hybrid power/contention control

We also ran simulations to evaluate the hybrid contention and power control scheme. Parameters are given as follows: transmission power for the primary transmitter $s_p = 40$ dBm, Listen-Before-Talk threshold $\eta = -110$ dBm, path loss factor $\kappa = 4$, shadowing loss parameters $\sigma_{va} = 2$ dB, $\sigma_{pa} = 2$ dB, $\sigma_{a} = 2$ dB, $\varepsilon_{int} = 0.01$, $\varepsilon_{cov} = 0.05$, detection threshold $r_{min} = -90$ dBm, and aggregate interference threshold $I_{max} = -100$ dBm. In addition, the detection threshold $r_{det} = -80$ dBm and the detection probability $P_{det} = 0.01$. The intensity of the Poisson point process is given by $\Lambda = 1.0 \times 10^{-6}$, while the active probability $\alpha$
Figure 3.7: Simulation scenario for contention/power control.

is a parameter that is varied in our simulation ranging from 0.1 to 1.0.

Contention control between SUs was first carried out with the maximum MIFTP $s_{\text{max}}^*$ calculated from (3.35). As a result of contention control, the distance between any two active SUs is at least $d_{\text{min}} = 1.748$ km away, and it is illustrated by red dashed circles as shown in Fig. 3.7.

Each SU carries out power control to transmit with its own G-MIFTP. According to our system requirement, after the power control, the aggregate interference should exceed threshold $I_{\text{max}}$ with probability less than $\varepsilon_{\text{int}} = 0.01$. In 3000 iterations, there were only 5 times that the aggregate interference exceeded the threshold $I_{\text{max}}$. In addition, Fig. 3.8 shows that the expectation of the aggregate interference matches the simulation result very well, and the expectation of the aggregate interference is always lower than $I_{\text{max}} = -100$ dBm. So our hybrid contention and power control scheme can allow multiple simultaneous spectrum access for SUs and also take the aggregate interference to the PU into account.

Finally, we compare the achievable overall capacity between the MIFTP power control scheme [34] and our hybrid power/contention control scheme. In the MIFTP power control
Figure 3.8: Expectation of aggregate interference for contention/power control.

Figure 3.9: Overall capacity comparison at $\alpha = 1$. 
scheme, only one secondary transmitter-receiver pair is allowed to communicate, but in the hybrid power/contention control scheme more than one pair may transmit simultaneously. So we define the overall capacity for the hybrid power/contention control as the summation of the capacities from each secondary transmission pair. With (3.24), the achievable capacity for the $i$th secondary transmitter-receiver pair is given by:

\[
C_i = B \cdot E \left\{ \log_2 \left( 1 + \frac{R_i}{N_0 B} \right) \right\}
\]

\[
= B \cdot E \left\{ \log_2 \left( 1 + \left( \frac{d_i}{d_0} \right)^{-\kappa} \cdot \frac{N_0 B}{10^{s_i^* + W/10}} \right) \right\},
\]  

(3.37)

where $R_i$ denotes the receiver power at the $i$th secondary receiver, the expectation $E[\cdot]$ is taken with respect to the shadowing noise $W$, and the transmitter-receiver distance is $d_i$. In the simulation, we set $d_i = 1$ km and $d_0 = 1$ m. The power spectral density $N_0 = -137$ dBm/Hz, and the bandwidth $B$ varies from 1M to 10M. By comparing the overall capacity, Fig. 3.9 shows that the hybrid power/contention control scheme outperforms the MIFTP power control scheme, since multiple SUs are allowed to transmit at the same time without causing harmful interference between each other and to the PU.
Chapter 4: Temporal Spectrum Sensing

In this chapter, we focus on temporal spectrum sensing in cognitive radio networks, which exploits spectrum holes in the time domain. In temporal spectrum sensing, the primary system is not active all the time, so SUs can transmit with the licensed spectrum resource when primary system is idle. SUs have the responsibility to monitor the state of the primary system. If the primary transmitter is idle, SUs must be able to detect the availability of the spectrum resource and make decision to access. If the primary transmitter becomes active again, SUs must vacate current spectrum resource and search for another available spectrum resource.

The HBMM has the capability to model the channel occupancy behavior of primary system [40], and given the HBMM parameter we are able to perform better dynamic spectrum access. In this chapter, we start by discussing the HBMM and its application to spectrum sensing. In addition, we briefly review online parameter estimation for HMMs. Then we propose our online parameter estimation algorithm for HBMM and evaluate its performance. The work in this chapter appears in [54].

4.1 Temporal spectrum sensing based on a HBMM

4.1.1 System model

In temporal spectrum sensing, the PU alternates between an active state, in which a signal of fixed output power is transmitted over a narrowband channel and an idle state, in which no signal is transmitted. The wireless propagation environment is assumed to be governed by a standard path loss with lognormal shadowing model. For a receiver at a distance $\delta$ from the PU, the overall log-distance path loss with shadowing, measured in dB, is given
by [35, pp. 40-41]

\[
L_p(\delta) = \bar{L}_p(\delta_0) + 10\kappa \log_{10}\left(\frac{\delta}{\delta_0}\right) + \epsilon_{\text{dB}}, \quad \delta \geq \delta_0,
\]

(4.1)

where \(\delta_0\) denotes the close-in reference distance, \(\bar{L}_p(\delta_0)\) is the average log-distance path loss at the reference distance \(\delta_0\), \(\kappa\) is the path loss exponent, and \(\epsilon_{\text{dB}}\) is the shadowing noise, which is assumed to be a Gaussian random variable with zero mean and variance \(\sigma^2\). We ignore fast fading since it can be reduced effectively by an averaging filter (cf. [33]).

We shall assume a discrete-time model. Let \(Y_k\) denote the received signal power at time \(k\) from the PU, measured in units of dBm, by the cognitive radio. Let \(X_k\) denote the transmission state of the PU at time \(k\). We use \(X_k = 1\) to signify the idle state, i.e., no transmission by the PU and \(X_k = 2\) to indicate the active state, i.e., transmission by the PU. Under the path loss model in (4.1), \(Y_k\) depends on \(X_k\) as follows:

\[
Y_k = \begin{cases} 
\mu_1 + \epsilon_{1,\text{dB}}, & X_k = 1, \\
\mu_2 + \epsilon_{2,\text{dB}}, & X_k = 2,
\end{cases}
\]

(4.2)

where \(\mu_a\) represents the mean received signal power in dBm and \(\epsilon_{a,\text{dB}}\) is a zero-mean Gaussian random variable with variance \(\sigma_{a}^2\) representing the associated shadowing noise, when the transmission state of the PU is \(a \in \{1, 2\}\). The signal power \(\mu_a\) results from the transmit power in state \(a\) and the path loss from transmitter to receiver, as expressed in the deterministic part of (4.1).

Typically, the sequence \(Y\) of received signal powers undergoes pre-processing at the front-end of the receiver. For example, usually some form of averaging is applied to the received signal power samples to diminish the effect of fast fading in the wireless propagation environment (cf. [33]). After applying averaging, the front-end becomes essentially the same as that of a classical energy detector. With a slight abuse of notation, we shall refer to the output of the receiver front-end as \(Y = \{Y_k\}_{k=1}^{\infty}\). In this case, the form of relation (4.2)
remains valid, i.e., \(Y\) is conditionally Gaussian given \(X\).

### 4.1.2 Hidden bivariate Markov model

In the literature on spectrum sensing, the PU state sequence \(X\) is commonly assumed to be a Markov chain (cf. [2, 13, 15, 18, 39, 56]). In this case, the joint process \((Y, X)\) is an HMM (see, e.g., [11] for a review of HMMs). HMMs have been applied as models for a cognitive radio channel in several papers, e.g., [2, 18, 39, 56]. A limitation of the HMM, however, is that the Markov assumption on the state sequence \(X\) restricts the sojourn time in a given state to be geometrically distributed. On the other hand, empirical studies have shown that the state sojourn time distributions are often not adequately characterized by geometric distributions. For example, in [13], a continuous-time semi-Markov process was proposed as a model for the state process, while in [57], source traffic models with lognormal and extreme value sojourn time distributions were studied.

The HBMM adopted in this thesis is a trivariate process \((Y, X, S)\), where \(Y\) denotes an observable process with continuous alphabet and the underlying sequence, \(Z = (X, S)\), is a finite state bivariate Markov chain. In this setup, the auxiliary process \(S\), together with the PU state process \(X\), form a Markov chain, such that \(X\) alone is not Markov, and consequently, its sojourn time in each state has a phase-type distribution. Such distribution is far more general than the geometric distribution of the HMM, as we elaborate below. For a general HBMM, we denote the state-space of \(X\) by \(X = \{1, \ldots, d\}\) and the state-space of \(S\) by \(S = \{1, \ldots, r\}\). The state-space of \(Z\) is given by \(Z = X \times S\). The processes \(Y\) and \(S\) are assumed to be conditionally independent given \(X\). In addition, \(Y\) given \(X\) is a sequence of independent, identically distributed (iid) random variables.

Let \(f(y; \theta_a)\) denote the conditional density of \(Y_k\) given \(X_k = a\), where \(\theta_a\) is a parameter depending on \(a \in X\). In the spectrum sensing application, the form of \(f(y; \theta_a)\) depends on the particular channel model and receiver front-end assumed. Under the setup of (4.2), \(f(y; \theta_a)\) is a Gaussian density and in this case, we set \(\theta_a = (\mu_a, \sigma_a)\), where \(\mu_a\) and \(\sigma_a\) denote the mean and standard deviation in state \(a\). The \(d\)-tuple \(\theta = (\theta_a : a \in X)\) specifies
the conditional Gaussian parameters of the HBMM. Different channel models and receiver front-ends could be accommodated within the HBMM framework by modifying the form of \( f(y; \theta_a) \) appropriately. We remark that the assumption that \( Y \) is conditionally independent given \( X \) could be relaxed by characterizing the observable process as a vector process \( Y = \{Y_n\} \), where the random vector \( Y_n \) captures correlations among consecutive components of the process \( Y \). For example, to capture pairwise correlations in the observable process, one could define \( Y_n = (Y_{2n-1}, Y_{2n}) \), \( n = 1, 2, \ldots \). Nevertheless, the simple Gaussian-based HBMM was found to be quite accurate in modeling real spectrum measurement data [38,40].

Let \( P \) denote the underlying probability measure. The initial distribution of the bivariate Markov chain \( Z \) is denoted by the \( 1 \times dr \) row vector \( \pi = [\pi_{(a,i)} : (a,i) \in \mathbb{Z}] \), where \( \pi_{(a,i)} = P(Z_1 = (a,i)) \), and lexicographic ordering of the bivariate states is assumed. The transition probability matrix of \( Z \) is denoted by the \( dr \times dr \) matrix \( G = [g_{ab}(ij) : (a,i),(b,j) \in \mathbb{Z}] \), where \( g_{ab}(ij) = P(Z_2 = (b,j) \mid Z_1 = (a,i)) \). The transition matrix can be expressed as a block matrix \( G = [G_{ab} : a,b \in \mathbb{X}] \), where \( G_{ab} = [g_{ab}(i,j) : i,j \in \mathbb{S}] \) is an \( r \times r \) matrix.

Statistical properties of discrete-time bivariate Markov chains are discussed in [40], [10, Chapter 8]. In particular, the sojourn time of the process \( X \) in each state \( a \in \mathbb{X} \) has a discrete-time phase-type distribution. Suppose that \( X \) jumps at some time \( k \). Let \( \zeta_a \) denote the conditional distribution of \( S_k \) given that \( X_k = a \). Then the probability mass function of the sojourn time of \( X \) in state \( a \) is given by

\[
p(t \mid a) = \zeta_a G_{aa}^{t-1} (I - G_{aa}) \mathbf{1}, \quad t = 1, 2, \ldots,
\]

where \( \mathbf{1} \) denotes a column vector of all ones and \( I \) denotes an identity matrix of a given dimension. This is a discrete phase-type distribution with parameter \((\zeta_a, G_{aa})\) [37, p. 46]. The family of phase-type distributions is dense in the set of distributions on \{0, 1, 2, ...\} [26, p. 54] and includes convolutions as well as mixtures of geometric distributions. Thus, a phase-type distribution can approximate any given state sojourn time distribution arbitrarily closely. Increasing the number of states of the process \( S \) allows more degrees of freedom.
in the phase-type sojourn time distribution.

The parameter of the HBMM is specified by \( \phi = (\pi, \theta, G) \). We note that the number of elements in the parameter \( \phi \) could be reduced, since each row of \( G \) sums to one. However, there is a practical benefit to retaining the entire matrix \( G \) as part of the HBMM parameter (see Section 4.3.1). When an HMM \((Y, X)\) is used instead of the HBMM, \( Y \) given \( X \) is assumed to have the same distribution as in the HBMM. The initial distribution \( \pi \) is given by the \( 1 \times d \) vector \( \pi = [\pi_a : a \in X] \) with \( \pi_a = P(X_1 = a) \), and the transition matrix \( G \) is given by \( G = [g_{ab} : a, b \in X] \), where \( g_{ab} = P(X_2 = b \mid X_1 = a) \). Clearly, the HMM parameter represents a special HBMM for which \( r = 1 \).

### 4.1.3 State and parameter estimation

In the spectrum sensing approach developed in [40], a training sequence of signal strength measurements from a cognitive radio channel is used to estimate the parameter of an HBMM in the maximum likelihood sense using a batch expectation-maximization algorithm [8], which is essentially the Baum algorithm [5]. The Baum algorithm involves both forward and backward recursions and iterates over a given sequence of observations. Given an HBMM parameter estimate, \( \hat{\phi} \), forward recursions can be used to estimate the current state and predict a future state of the PU, given the current and past observation data.

In Section 4.2, we develop a block-recursive online algorithm, which updates the HBMM parameter estimate after every \( m \) samples, where \( m \) denotes the block size. To perform state estimation and prediction in conjunction with the online parameter estimator, the same forward recursions developed in [40] can be applied, except that the HBMM parameter used in the recursions is dynamic, rather than static. This results in a fully online approach to temporal sensing, which does not require a training phase.

We next provide a brief outline of the state estimation and prediction scheme developed in [40]. To simplify notation, given a sequence \( \{y_k\} \), we denote a subsequence \( \{y_k, \ldots, y_n\} \), \( k \leq n \), by \( y_k^n \). When \( k = 1 \), we denote the subsequence \( y_1^n \) simply by \( y^n \). Given an HBMM parameter \( \phi \), the conditional probability of the bivariate state \( Z_k \) given \( y^k \), denoted by
\(p_\phi(z_k \mid y^k)\) follows straightforwardly from the forward recursion for an HMM, (see, e.g., [40, Eq. (14)]). For an integer \(\tau \geq 0\), the conditional probability of the bivariate state \(Z_{k+\tau}\) given \(y^k\) is obtained from (see, e.g., [40, Eq. (22)])

\[
p_\phi(z_{k+\tau} \mid y^k) = \sum_{z_k \in Z} p_\phi(z_k \mid y^k) p_\phi(z_{k+\tau} \mid z_k) = \sum_{z_k \in Z} \tilde{\alpha}(z_k, y^k) \left[ G^T \right]_{z_k,z_{k+\tau}},
\]

where \(\tilde{\alpha}(z_k, y^k) = p_\phi(z_k \mid y^k)\) is computed using the scaled forward recursion for an HMM.

Define a \(dr \times dr\) block diagonal matrix \(B(y_k)\), with its diagonal blocks given by \(\{p(y_k \mid X_k = a)I, a \in \mathcal{X}\}\), for \(k = 1, 2, \ldots\). The scaled forward recursion is given by (cf. [40, Eq. (14)])

\[
\tilde{\alpha}_1 = \frac{\pi B(y_1)}{c_1}, \quad \tilde{\alpha}_k = \frac{\tilde{\alpha}_{k-1} GB(y_k)}{c_k}, \quad k = 2, 3, \ldots,
\]

where \(c_1 = \pi B(y_1) 1\), and \(c_k = \tilde{\alpha}_{k-1} GB(y_k) 1\).

A detection scheme for the state of the PU at time \(k+\tau\) given the observation sequence \(y^k\) is specified as follows (cf. [40, Eq. (23)]):

\[
\hat{X}_{k+\tau \mid k} = \begin{cases} 
1, & \text{if } \sum_{s_{k+\tau} \in S} p_\phi(z_{k+\tau} = (1, s_{k+\tau}) \mid y^k) \geq \eta, \\
2, & \text{otherwise},
\end{cases}
\]

for \(k = 1, 2, \ldots\), where \(\eta\) is a decision threshold, \(0 < \eta < 1\). The detection scheme is a maximum a posteriori (MAP) detector when \(\eta = 0.5\). When \(\tau = 0\), \(\hat{X}_{k+\tau \mid k} = \hat{X}_{k \mid k}\) is an estimate of the current state \(X_k\). When \(\tau = 1, 2, \ldots\), \(\hat{X}_{k+\tau \mid k}\) is the \(\tau\)-step predicted estimate of the state \(X_{k+\tau}\). The current and predicted state estimates \(\hat{X}_{k+\tau \mid k}\) can be directly applied to make dynamic spectrum access decisions.

The main thrust of this chapter lies in developing an online algorithm to update the
parameter estimate used in (4.6) at regular intervals. A fully online temporal spectrum sensing is obtained by executing (4.6) at each time step $k$ with $\phi$ replaced by the most recent HBMM parameter estimate $\hat{\phi}_n$ computed by the online parameter estimator given by (4.8) in Section 4.2. The state estimation/prediction scheme (4.6) and the online parameter estimator (4.8) run in parallel. To quantitatively assess the performance of the online temporal spectrum sensing scheme, a receiver operating characteristic (ROC) curve can be obtained by determining the false alarm and missed detection probabilities for the scheme (4.6) corresponding to each value of $\eta$ in the interval $(0, 1)$. Examples of such ROC curves are presented in Section 4.3.

4.2 Online Parameter Estimation Algorithm

In this section, we develop an efficient online parameter estimation algorithm for the HBMM. The algorithm extends an earlier online algorithm developed by Rydén for HMMs [47]. Other recursive parameter estimation schemes for HMMs have been proposed in the literature, notably the schemes proposed by Holst and Lindgren [19] and Krishnamurthy and Moore [25]. In contrast to these schemes, Rydén’s algorithm is block-recursive and has lower computational complexity, as it does not involve scaling matrices. Moreover, numerical results presented in [47] show that estimates obtained using Rydén’s scheme had much smaller variances than those obtained via the Holst-Lindgren procedure.

4.2.1 Rydén’s block-recursive estimator for HMMs

Consider an HMM $(Y, X)$, where $X$ is a time-homogeneous Markov chain with state-space $\mathbb{X} = \{1, \ldots, d\}$ and $Y$ is a sequence of conditionally independent random variables given $X$. In practice, the effect of the initial probability distribution $\pi$ on the Markov chain quickly fades and accurate estimation of $\pi$ is not necessary. Therefore, we parametrize the HMM by the row vector $\phi = [\mu_a, \sigma_a, g_{ab} : a, b \in \mathbb{X}]$. The total number of elements in $\phi$ is given by $L = 2d + d^2$, so we may write $\phi = [\phi_\ell : \ell = 1, \ldots, L]$. We also denote the space of HMM
parameters by $\Phi \subseteq \mathbb{R}^L$.

Rydén’s algorithm operates on a block of observation data at a time. Let $m$ denote the block size and let

$$
\chi(y^m; \phi) = \frac{\partial \log p_\phi(y^m)}{\partial \phi}
$$

be the score function associated with the joint density of $Y^m$ under the parameter $\phi$, denoted by $p_\phi(y^m)$. Here, $\chi$ is the $1 \times L$ gradient row vector of $\log p_\phi(y^m)$ with respect to $\phi$. Rydén’s recursive parameter estimator is based on a stochastic approximation algorithm of the following form:

$$
\hat{\phi}_{n+1} = \Pi_G \left[ \hat{\phi}_n + \gamma_n \chi \left( y_{nm+1}^{(n+1)m}; \hat{\phi}_n \right) \right],
$$

(4.8)

where $\Pi_G$ denotes a projection operator, which is a mapping into a compact, convex set $\mathcal{G} \subseteq \Phi$. In the recursion (4.8), $\hat{\phi}_{n+1}$ is the $(n+1)$-st estimate of the HMM parameter, computed as a function of the observation samples $y_{nm+1}, \ldots, y_{(n+1)m}$ and the $n$th estimate $\hat{\phi}_n$. The sequence $\{\gamma_n\}$ is defined by $\gamma_n = \gamma_0 n^{-\varepsilon}$ for some $\gamma_0 > 0$ and $\varepsilon \in (\frac{1}{2}, 1]$. Under some mild assumptions, Rydén proved that the sequence $\{\hat{\phi}_n\}$ converges to a point lying in the set of Kuhn-Tucker points for minimizing the Kullback-Leibler divergence defined over $\mathcal{G}$. Assuming that the estimator (4.8) is consistent, it converges at a rate $n^{-\alpha/2}$ with $\alpha < 1$. Under some additional, relatively mild assumptions, Rydén showed that the averaged estimator

$$
\bar{\phi}_n = \frac{1}{n} \sum_{k=1}^{n} \hat{\phi}_k
$$

(4.9)

converges at rate $n^{-1/2}$ and is asymptotically normal. For convenience, we will simply refer to (4.8) as the online parameter estimator, with the understanding that the estimates $\hat{\phi}_n$ are averaged according to (4.9).
In practice, convergence of a parameter estimator could be measured in terms of a relative distance between consecutive parameter estimates, since the value of the true parameter is unknown. For example, one could use

$$\frac{||\hat{\phi}_n - \hat{\phi}_{n-1}||}{||\phi_n||} < \omega_{th},$$

where $|| \cdot ||$ denotes a norm and $\omega_{th}$ is an appropriate threshold. For comparison, we note that convergence of the batch Baum algorithm could be assessed through a relative distance between consecutive values of the likelihood function, which is readily available. Such likelihood function is not available for the online algorithm.

### 4.2.2 Online parameter estimator for HBMM

We next extend Rydén’s algorithm by deriving a recursive procedure for computing the score function of an HBMM $(Y, X, S)$, based on the approach of Willy et al. [58], which was originally developed for MMPPs. This results in an online parameter estimator for the HBMM. We remark that the theoretical convergence results established by Rydén for his recursive parameter estimation algorithm for the HMM carry over to the HBMM case, since an HBMM $(Y, X, S)$, as defined in Section 4.1, is mathematically equivalent to an HMM $(Y, U)$, where $U$ is a univariate Markov chain with state space $U$ isomorphic to $\mathbb{Z} = X \times S$. In spite of this mathematical equivalence, the specific details of the application of the HBMM yield the desired sojourn time phase-type distribution for this model, which is the primary advantage of the HBMM compared to the HMM.

The HBMM is parametrized by

$$\phi = [\mu_a, \sigma_a, g_{ab}(ij) : (a, i), (b, j) \in \mathbb{Z}].$$

We also denote the parameter by $\phi = [\phi_\ell : \ell = 1, \ldots, L]$, with $L = 2d + d^2r^2$. The score
function for the observed sequence $y^m$ is the $1 \times L$ row vector given by

$$
\chi(y^m; \phi) = \frac{1}{p_\phi(y^m)} \frac{\partial}{\partial \phi} p_\phi(y^m)
$$

$$
= \sum_{(b,j) \in \mathbb{Z}} \frac{1}{p_\phi(y^m)} \frac{\partial}{\partial \phi} p_\phi(y^m, z_m = (b,j)).
$$

Let $H_m(y^m; \phi)$ denote a $d_r \times L$ matrix whose $(v, \ell)$ element is given by

$$
[H_m(y^m; \phi)]_{v\ell} = \frac{1}{p_\phi(y^m)} \frac{\partial}{\partial \phi} p_\phi(y^m, z_m = (b,j)),
$$

where $(b, j) \in \mathbb{Z}$ such that $v = (b - 1)r + j$ and $l \in \{1, \ldots, L\}$. Then the score function can be obtained from

$$
\chi(y^m; \phi) = 1'H_m(y^m; \phi),
$$

where $'$ denotes matrix transpose. Applying the conditional independence of the observation sequence $Y$ given the underlying Markov chain $Z$ yields $[H_m(y^m; \phi)]_{v\ell}$ as

$$
\frac{1}{p_\phi(y^m)} \frac{\partial}{\partial \phi} \sum_{(a,i) \in \mathbb{Z}} p_\phi(y^{m-1}, z_{m-1} = (a, i)) f_{ij}^{ab}(y_m; \theta_b)
$$

$$
= \frac{1}{p_\phi(y^m)} \sum_{(a,i) \in \mathbb{Z}} \frac{1}{p_\phi(y^{m-1})} \frac{\partial}{\partial \phi} \left[ p_\phi(y^{m-1}, z_{m-1} = (a, i)) f_{ij}^{ab}(y_m; \theta_b) \right],
$$

where $f_{ij}^{ab}(y_m; \theta_b) \triangleq g_{ab}(ij) f(y_m; \theta_b)$. Comparing (4.12) and (4.14), a recursive procedure for computing $H_m(y^m; \phi)$ can be obtained as follows:

$$
\left[ H_k(y^k; \phi) \right]_{v\ell} = \frac{1}{c_k} \sum_{(a,i) \in \mathbb{Z}} \left\{ \left[ H_{k-1}(y^{k-1}; \phi) \right]_{u\ell} \cdot f_{ij}^{ab}(y_k; \theta_b) + \xi_{k-1}(a, i) \frac{\partial}{\partial \phi} f_{ij}^{ab}(y_k; \theta_b) \right\},
$$

(4.15)
for $k = 1, 2, ..., m$, where $u = (a - 1)r + i$ and

$$
\xi_k(b, j) \triangleq p_\phi(z_k = (b, j) \mid y^k) = \frac{1}{c_k} \sum_{(a, i) \in \mathbb{Z}} \xi_{k-1}(a, i) f^{ab}_{ij}(y_k; \theta_b),
$$

(4.16)

$$
c_k \triangleq p_\phi(y_k \mid y^{k-1}) = \sum_{(a, i) \in \mathbb{Z}} \sum_{(b, j) \in \mathbb{Z}} \xi_{k-1}(a, i) f^{ab}_{ij}(y_k; \theta_b).
$$

(4.17)

Let $\xi_k$ be a $1 \times dr$ row vector given by

$$
\xi_k = [\xi_k(a, i) : (a, i) \in \mathbb{Z}]
$$

(4.18)

and define a $dr \times dr$ matrix

$$
F(y_k) = [f^{ab}_{ij}(y_k; \theta_b) : (a, i), (b, j) \in \mathbb{Z}].
$$

(4.19)

Then (4.16) and (4.17) can be expressed more compactly as

$$
\xi_k = \frac{1}{c_k} \xi_{k-1} F(y_k),
$$

(4.20)

and

$$
c_k = \xi_{k-1} F(y_k) 1,
$$

(4.21)

respectively. Equation (4.15) can then be expressed in matrix form as follows, starting from the initial condition $H_0(y^0; \phi) = 0$, where 0 denotes a $dr \times L$ zero matrix:

$$
H_k(y^k; \phi) = \frac{1}{c_k} \left\{ F(y_k)' H_{k-1}(y^{k-1}; \phi) + (I \otimes \xi_{k-1}) \frac{\partial}{\partial \phi} \left[ \text{vec } F(y_k) \right]' \right\},
$$

(4.22)

where $I$ denotes an identity matrix, of order $dr$ in this case, $\otimes$ denotes the Kronecker product, and vec $F(y_k)$ denotes the $d^2 r^2 \times 1$ column vector obtained by stacking the columns
of the matrix $F(y_k)$ one on top of the other. The form of (4.22) is particularly convenient for implementing the online parameter estimator in a vector-based programming language such as MATLAB. The $d^2 r^2 \times L$ matrix $\partial[\text{vec } F(y_k)]^t / \partial \phi$ is the Jacobian of the vector-valued function $[\text{vec } F(y_k)]^t$ with respect to the HBMM parameter $\phi$. The elements of the $d^2 r^2 \times L$ Jacobian matrix $\partial[\text{vec } F(y_k)]^t / \partial \phi$ are partial derivatives of $f_{ij}^{ab}(y_k; \theta_b)$, given as follows:

$$\frac{\partial f_{ij}^{ab}(y_k; \theta_b)}{\partial \{g_{ce}(il)\}} = f(y_k; \theta_b) \mathbf{1}_{\{c,e\} = (a,i), \{c,e\} = (b,j)}, \quad (4.23)$$

$$\frac{\partial f_{ij}^{ab}(y_k; \theta_b)}{\partial (\sigma_c)} = f_{ij}^{ab}(y_k; \theta_b) \frac{(y_k - \mu_b)^2 - \sigma_b^2}{\sigma_b^2} \mathbf{1}_{\{c = b\}}, \quad (4.24)$$

$$\frac{\partial f_{ij}^{ab}(y_k; \theta_b)}{\partial (\mu_c)} = f_{ij}^{ab}(y_k; \theta_b) \frac{y_k - \mu_b}{\sigma_b^2} \mathbf{1}_{\{c = b\}}, \quad (4.25)$$

for $(c,e),(e,l) \in \mathbb{Z}$, where $\mathbf{1}_A$ denotes an indicator function on the set $A$.

The computational complexity of the online estimator at each step is dominated by the computation of the matrix $H_m(y^m; \phi)$ in (4.22), which requires $O((d^3 r^3)L) = O(d^5 r^5)$ arithmetic operations for the HBMM, assuming a straightforward sequential implementation. For the spectrum sensing application, $d = 2$, so the complexity of the estimator grows as $O(r^5)$. In practice, a larger value of $r$ can yield more accurate parameter estimates, but then more observation data would be required for the estimator to converge. In our numerical experiments, we have used values of $r$ ranging from 1 to 5. We remark that each iteration of the Baum algorithm proposed in [40] has computational complexity $O(r^2 T)$, where $T$ is the length of the observation sequence used to compute the estimate and is typically quite large (e.g., $T = 2000$). Furthermore, the Baum algorithm may require many iterations to converge.
4.3 Numerical Results

In this section, we present the results of a numerical study to assess the accuracy of the proposed algorithm in estimating the parameter of an HBMM and in estimating the state of the PU for online spectrum sensing.

4.3.1 Implementation

The online HBMM parameter estimator was implemented in MATLAB. The block size is chosen to be \( m = 20 \) and the averaging procedure (4.9) is started after the basic recursion (4.8) has been executed for 1,000 steps. For the projection step in (4.8), we define the parameter space \( \mathcal{G} \) as follows:

\[
\mathcal{G} = \{ \phi : \mu_a \in (\bar{\mu}, \bar{\mu}], \sigma_a \in (0, \bar{\sigma}), g_{ab}(ij) \in (g, \bar{g}), \sum_{(b,j) \in \mathbb{Z}} g_{ab}(ij) = 1; (a, i), (b, j) \in \mathbb{Z} \},
\]

where \( \mu = -10^6, \bar{\mu} = 10^6, \bar{\sigma} = 100, g = 10^{-6}, \) and \( \bar{g} = 1 - 10^{-6} \). The projection operator \( \Pi_{\mathcal{G}} \) in (4.8) can be implemented in various ways. We have obtained good results using the following approach. Let \( \tilde{\phi} \) denote the bracketed expression in (4.8). Recall that the parameter \( \phi \) is the triplet \( [\mu, \sigma, G] \). The components of \( \hat{\phi}_{n+1} \) are obtained from the corresponding components of \( \tilde{\phi} \) using

\[
\hat{\mu}_a^{(n+1)} = \begin{cases} 
\tilde{\mu}_a, & \tilde{\mu}_a \in (\mu, \bar{\mu}), \\
\hat{\mu}^{(n)}, & \text{otherwise}, 
\end{cases}
\]

\[
\hat{\sigma}_a^{(n+1)} = \begin{cases} 
\tilde{\sigma}_a, & \tilde{\sigma}_a \in (\sigma, \bar{\sigma}), \\
\hat{\sigma}^{(n)}, & \text{otherwise}, 
\end{cases}
\]
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for \( a \in \mathbb{X} \) and
\[
\hat{g}^{(n+1)}_{ab}(ij) = \frac{\hat{g}_{ab}(ij)}{\sum_{(b,j) \in \mathbb{Z}} \hat{g}_{ab}(ij)},
\]
where
\[
\hat{g}_{ab}(ij) = \begin{cases} 
\hat{g}^{(n)}_{ab}(ij)(1 + \hat{g}_{ab}(ij) - \hat{g}^{(n)}_{ab}(ij)), & \hat{g}_{ab}(ij) \in (g, g), \\
\hat{g}^{(n)}_{ab}(ij), & \text{otherwise},
\end{cases}
\]
for \((a, i), (b, j) \in \mathbb{Z}\). The heuristic expression for \( \hat{g}^{(n+1)}_{ab}(ij) \) given by (4.27) and (4.28) provides a numerically stable estimator for the transition matrix and allows a more aggressive weighting sequence \( \{\gamma_n\} \) to be chosen in the recursive procedure (4.8) to achieve faster convergence. In our implementation, we set \( \gamma_n = \gamma_0 n^{-\varepsilon} \), where \( \gamma_0 = 0.3 \) and \( \varepsilon = 0.35 \).

Note that in our approach, the projection operator \( \Pi_G \) appearing in (4.8) depends on \( \hat{\phi}_n \).

In our numerical studies, we have found that computing estimates of all components of the transition matrix \( G \) via (4.8) and then normalizing, as in (4.27), results in significantly better performance than computing estimates of only the independent components of \( G \). This provides a practical justification for retaining the entire transition matrix as part of the HBMM parameter.

### 4.3.2 Simulation setup

For our spectrum sensing simulations, the true parameter \( \phi^0 \) of the HBMM was the one used in [40]. That parameter was estimated from real spectrum measurements of a paging channel collected in [49] using the Baum algorithm. The \( 20 \times 20 \) transition matrix of that parameter is given in Appendix A.1. The parameter components for the conditionally normal distributions are given in Table 4.1. This HBMM parameter was used to generate the ground truth observation sequence in most of our numerical experiments.

We varied the order \( r \) of the HBMM estimate, as well as the length \( T \) of the observation
sequence generated by the true parameter. We set the initial parameter $\phi^*$ using a randomly generated transition matrix $G^*$. In our simulation experiments, the initial values of the HBMM parameter components associated with the conditionally Gaussian observable sequence are given by $(\mu_1^*, \sigma_1^*) = (-120, 1)$ and $(\mu_2^*, \sigma_2^*) = (-80, 2.24)$. The choice of the order $r$ involves a tradeoff among model accuracy, computational efficiency, and the number of observation samples required to obtain a “good” estimate. Choosing a larger value of $r$ generally requires more observation samples and computation, but can potentially result in better estimates. Estimating the transition matrix $G$ is a much more difficult task than estimating the conditionally normal parameter components. Unless the initial transition matrix $G^*$ is somewhat close to the true transition matrix $G$, the estimate $\hat{G}$ typically appears to be a rather poor representation of $G$. Nevertheless, the sojourn time distributions derived from $\hat{G}$ tend to closely approximate the true sojourn time distributions, given a sufficient number of observation samples. For the spectrum sensing application, accuracy of the sojourn time distribution estimates, as obtained from the parameter estimate using (4.3), is of primary concern, as opposed to convergence of the parameter estimates themselves [40]. Therefore, our results focus on the quality of the estimated sojourn time distributions rather than on convergence of the estimates of the transition matrix.

### 4.3.3 Results

We have tested the recursive parameter estimator developed in this chapter, and compared its performance with the Baum algorithm proposed in [38, 40]. We have run the Baum
algorithm on $T = 2000$ observations using a predetermined fixed number of iterations. This number was determined by the ratio of the total number of observations available to the recursive algorithm, and $T = 2000$. This approach allows us to compare the two estimators using effectively the same number of observations. For $r = 1, 2, \text{ and } 5$, the number of Baum iterations was set to 5, 10 and 25, respectively.

The estimated values of the components of the parameter which correspond to the conditional Gaussian distributions, as obtained by the Baum algorithm, are shown in Table 4.1 in the column labelled ‘Baum’. We ran the online algorithm for the same values of $r = 1, 2, 5$ with observation sequence lengths of 10000, 20000, and 50000, respectively. The estimates of $(\mu_a, \sigma_a)$ in this case are given in the columns marked $r = 1, r = 2, \text{ and } r = 5$, respectively, in Table 4.1. In all cases, the estimates were very close to the true parameter values. These results underscore the relative ease with which the conditionally Gaussian parameter components can be estimated.

Estimation of the transition matrix of the true model of order $r = 10$, by either the recursive algorithm or the Baum algorithm, has proven to be a much harder task. Our numerical work suggests that for smaller order $r$ of the true parameter, e.g., $r = 2, 3$, both algorithms often converge to an estimate close to $\phi^0$, but this is not the case for higher orders. For the spectrum sensing application, however, the accuracy of the estimates is measured by their ability to represent the sojourn times in the active and idle states. Both the recursive and the Baum algorithms provided accurate estimates in this respect for higher model orders of the true parameter, in particular, for $r = 10$.

The sojourn time distributions associated with the estimates of $G$ obtained by applying the online and Baum algorithms for $r = 1, 2, 5$ are shown in Figs. 4.1, 4.2, and 4.3, respectively. For a given parameter estimate, the associated sojourn time distribution is given by (4.3). When $r = 1$, i.e., when the HBMM is an HMM, the estimated idle ($X_k = 1$) and active ($X_k = 2$) state sojourn time distributions appear to be very different from the true ones. The online and Baum algorithms seem to perform similarly in this case. For $r = 2$, the estimated idle state sojourn time distributions obtained using the two algorithms lines
Figure 4.1: Estimated sojourn time distributions, $r = 1$ (HMM).

Figure 4.2: Estimated sojourn time distributions, $r = 2$. 

Figure 4.3: Estimated sojourn time distributions, $r = 5$.

up very closely with the true distribution. For the active state distribution, the estimates obtained using the online and Baum algorithms are still far from the true distribution, but some improvement can be observed relative to the case $r = 1$. Significant improvement in the active state sojourn time distribution estimate can be seen when $r = 5$. In this case, the online estimate is superior to the Baum estimate. We note that by increasing the number of iterations, the Baum algorithm will eventually obtain an estimated sojourn time distribution which closely matches that obtained by the online algorithm (cf. Fig. 8 in [40]). To converge in this sense, the Baum algorithm required 15 iterations when $r = 2$ and 50 iterations when $r = 5$.

The recursive algorithm can also be applied repeatedly to a fixed observation sequence in an offline setup similar to that of the Baum algorithm. We applied this alternative offline algorithm, which we refer to as ‘online-rep,’ to a sequence of $T = 2000$ observation samples and 10 and 25 iterations for model orders of $r = 2$ and 5, respectively. This is equivalent to applying the online algorithm to observation sequences of lengths 20,000 and 50,000, obtained by concatenating the same sequence of 2000 observation samples 10 and 25 times, respectively. We found that the accuracy of the sojourn time distribution estimates obtained
using ‘online-rep’ was very similar to that obtained by applying the online algorithm to sequences of length 20,000 and 50,000 generated, respectively, using the true parameter.

Fig. 4.4 compares the estimated sojourn time distributions obtained using ‘online-rep’ vs. those obtained using the online algorithm (labelled ‘online’ as before). The two sojourn time distributions are very close to each other and both are more accurate than the estimated sojourn time distributions obtained using an equivalent application of the Baum algorithm (see Fig. 4.3). Relative to the ‘online-rep’ algorithm, the Baum algorithm required 50% more iterations when \( r = 2 \) and 200% more iterations when \( r = 5 \) to obtain the converged sojourn time distribution estimates.

An important advantage of the online parameter estimator relative to the Baum algorithm is that it can adapt to changes in the true parameter. To demonstrate this feature, we created an observation sequence consisting of 80,000 samples generated using of the true parameter of order \( r = 10 \) as above, followed by 80,000 samples generated using a different HBMM parameter of order \( r = 3 \) whose transition matrix is given in Appendix
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Figure 4.5: \( \tau \)-step error probability for the state prediction scheme \( (r = 5, \eta = 0.5) \) vs. observation group number.

A.2. The sojourn time distributions in the idle and active states of the second HBMM were identical. Consequently, the PU is in the idle and active states with equal probability, which makes state estimation and prediction more difficult in the case of the second HBMM model, relative to the first.

The recursive state prediction scheme (4.6) together with the online parameter estimator (4.8), using an HBMM of order \( r = 5 \) and with \( \eta = 0.5 \), were applied to the concatenated observation sequence of 160,000 samples. The observation sequence was divided into 80 groups of 2000 samples each. Fig. 4.5 shows the real-time \( \tau \)-step state prediction performance \( (\tau = 1, 3, 6, 9) \) of the spectrum sensing scheme. The horizontal axis indicates the group number, while the vertical axis represents the error probability of the prediction scheme (4.6), \( P_{pe} \), computed by averaging over each group of 2000 observation samples. The online parameter estimator is initialized with a randomly chosen initial parameter. At group number 40, the model changes to the second HBMM parameter and a spike in \( P_{pe} \), as expected, can be observed for all values of \( \tau \). For \( \tau = 1 \), the error probability drops quickly at group 41 and reaches a steady-state level of about 0.18 after an additional 2–3 groups of observation samples. For the other values of \( \tau \), the error performance takes 1–2 additional
groups of observation samples to attain steady-state. To summarize, the error performance of the state prediction scheme required fewer than 6000 observation samples to converge to steady-state. On the other hand, as noted earlier, for the same order $r = 5$, about 50,000 observation samples were required for the sojourn time distribution estimates to converge. Thus, the error performance of the state prediction scheme converges much faster than the sojourn time distribution estimates.

To gain further insight into the performance of the proposed online spectrum sensing scheme, we consider the ROC performance of the state estimator given by (4.6) when $\tau = 0$. We use an HBMM parameter with the same transition matrix $G$ for $r = 10$ as before, but the parameters of the observable process are modified to reflect a more prominent shadowing effect in the wireless channel as in [40, Eq. (26)], as follows:

$$(\mu_1, \sigma_1) = (-112.40, 3.77), \quad (\mu_2, \sigma_2) = (-95.40, 8.19). \quad (4.29)$$

To obtain a ROC curve, we simulate a set of sample paths of an HBMM characterized by the true parameter $\phi^0$. For each sample path, the online parameter estimator (4.8) and the state detection scheme in (4.6), with a fixed detection threshold $\eta$, are applied. The false alarm and missed detection probabilities corresponding to the fixed value of $\eta$ are computed.
by averaging over the set of samples paths. This procedure is repeated for values of \( \eta \) in the interval \((0, 1)\) to obtain the ROC curve.

Figure 4.6 shows a family of ROC curves for parameter estimates of order \( r = 2 \) obtained by applying the online procedure to observation sequences of length 300, 500, 2000, and 20,000 (labelled 0.3k, 0.5k, 2k, and 20k, respectively), which were generated using the modified HBMM parameter of order \( r = 10 \). For a given parameter estimate, a ROC curve was obtained by applying the state estimator in (4.6) with each new observation group of length 20,000. Observe that the parameter estimates labelled 2k and 20k have similar ROC performance. We also see that the ROC curves labelled 0.3k and 0.5k are close to each other, while not being significantly far from the 2k curve. These results suggest that it is not necessary for the sojourn time distribution estimates to converge in order to achieve good ROC performance; i.e., given a relatively small number of observation samples, the online estimator yields estimates with acceptable ROC performance. We remark that the ROC plots in Figs. 4.6 and 4.7 are relatively insensitive to the choice of initial parameter for the estimators.

Figure 4.7 shows a family of ROC curves obtained using parameter estimates of order \( r = 5 \). In this case, five parameter estimates were obtained using observation sequences
of length 5,000, 10,000, 15,000, and 50,000 (labelled 5k, 10k, 15k, and 50k, respectively). All of these curves show superior performance relative to the order $r = 2$ estimates from Fig. 4.6. On the other hand, more observation samples are generally needed to obtain good parameter estimates for higher values of the model order $r$. There is a clear gap between the 5k and 50k curves, but the difference between the curves is relatively small. This again suggests that even with a relatively small number of observation samples, the online parameter estimator provides parameter estimates, which in combination with the recursive state estimation scheme, result in good ROC performance.
Chapter 5: Collaborative Spectrum Sensing

In this chapter, we focus on the collaborative spectrum sensing in cognitive radio network to make more reliable spectrum sensing. In radio environments with severe shadowing and fading effects, spectrum sensing by a single SU can lead to hidden terminal effects and other errors which can result in harmful interference to the PUs.

Collaboration among SUs can address this hidden terminal problem by exploiting the spatial diversity. In this chapter, we first briefly review the conventional hard fusion schemes and linear soft fusion scheme. Then we incorporate the HBMM model based spectrum sensing into these fusion schemes. Finally, we propose a quantized HBMM soft fusion scheme to improve the spectrum sensing performance while minimizing the network overhead. The work in this chapter appears in [52] and [55].

5.1 System Model

We consider a system consisting of one PU transmitting on a given narrowband channel and Q SUs performing collaborative spectrum sensing on the channel. The PU alternates between active state in which a signal is transmitted and an idle state in which no signal is transmitted. Each SU performs spectrum sensing and computes the received power from the PU. The state of the PU is represented by a discrete-time process \( X = \{X_k; k = 1, 2, \ldots\} \) such that at time \( k \) the state of the PU is given by the random variable

\[
X_k = \begin{cases} 
1, & \text{idle state}, \\
2, & \text{active state}. 
\end{cases}
\]  

(5.1)
The state space of the PU is given by $X = \{1, 2\}$. Assuming a standard path loss plus log-normal shadowing model, the received signal power $Y_k^{(q)}$, in units of dBm, can be expressed as follows (cf. [54]):

$$
Y_k^{(q)} = \begin{cases} 
\mu^{(q)}_1 + \epsilon^{(q)}_{1,\text{dB}}, & X_k = 1, \\
\mu^{(q)}_2 + \epsilon^{(q)}_{2,\text{dB}}, & X_k = 2,
\end{cases}
$$

(5.2)

where $\mu^{(q)}_a$ represents the mean received signal power of the $q$th SU when the PU is in state $a \in \{1, 2\}$ and $\epsilon^{(q)}_{a,\text{dB}}$ is a zero-mean Gaussian random variable with standard deviation $\sigma^{(q)}_a$, which represents lognormal shadowing. The received signal powers may undergo further processing, such as local averaging [33] and quantization, but we shall still use the notation $Y_k^{(q)}$ to denote the processed observations.

A block diagram of a generic collaborative sensing scheme is shown in Fig. 5.1. In soft fusion, at each time $k$, the SUs transmit their received signals $Y_k^{(1)}, \ldots, Y_k^{(q)}$, to the fusion center, where they are used to estimate the state of the PU at time $k + \tau$ for some nonnegative integer $\tau$. The state estimator is denoted by $\hat{X}_{k+\tau|k}$ and takes values in $X$. For conventional fusion schemes that do not have predictive capability, $\tau = 0$. In a linear
soft fusion scheme, a weighted sum, \( V_k = \sum_{q=1}^{Q} w_q Y_k^{(q)} \), of the observations at time \( k \) is computed and compared to a threshold \( \psi \) as follows \([32, 43, 44]\):

\[
\hat{X}_{k|k} = \begin{cases} 
1, & V_k < \psi, \\
2, & V_k \geq \psi,
\end{cases}
\]

(5.3)

where \( w_1, \ldots, w_Q \) are the weights. Typically, the threshold and weights for soft fusion are computed offline \([32, 44]\).

In \([44]\), an approach to computing the weights for linear soft fusion was proposed, based on maximizing a so-called modified deflection coefficient (MDC). Numerical results showed that this approach achieved near-optimal detection performance for linear soft fusion. Let \( w = (w_1, \ldots, w_Q) \) denote the vector of weights. Define \( \mu_a = (\mu_a^{(q)} : q = 1, \ldots, Q) \) for \( a \in X \). The channels observed by the SUs are assumed to be conditionally independent given the PU state. Under this assumption, the conditional covariance matrix is given by \( \Sigma_a = \text{diag}(\sigma_a^{(q)})^2 : q = 1, \ldots, Q \). Then the optimal MDC weight vector derived in \([44]\) is given by

\[
w = \frac{\Sigma_a^{-1} \mu'}{\|\Sigma_a^{-1} \mu'\|_2}, \tag{5.4}
\]

where \( \mu = \mu_2 - \mu_1 \). In Section 5.3, we compare the performance of the proposed HBMM soft fusion scheme against linear soft fusion based on (5.4). The HBMM soft fusion approach is not restricted to linear estimation, and the state of the PU is estimated from current and previous observations from all SUs.

In a hard fusion scheme, at each time \( k \), each SU \( q \) makes an independent decision on the PU state based on the observations \( Y_1^{(q)}, \ldots, Y_k^{(q)} \). The 1-bit SU hard decisions are transmitted to the fusion center, which computes a final decision, \( \hat{X}_{k|k} \), according to a hard fusion rule. For example, the “OR” rule decides that the PU is active, i.e., state 2, if at
least one of the SU hard decisions has the value 2. The “majority voting” rule decides that the PU is active if more than half of the $Q$ SU hard decisions have value 2. The OR-rule and majority voting rule are special cases of the $q$-out-of-$Q$ rule, where $q \geq 0$ is an integer constant. Here, the PU state is determined to be active if $q$ or more of the hard decisions are ‘active’; otherwise, the PU state is determined to be idle. The OR and majority voting rules are equivalent to the $q$-out-of-$Q$ rule when $q = 1$ and $q = \lfloor Q/2 \rfloor$, respectively. The $q$-out-of-$Q$ fusion rule is in turn a special case of linear hard fusion (cf. [43]). Under linear combining, the decision variable is computed as $V_k = \sum_{q=1}^{Q} w_q X_k^{(q)}$, where the $w_q$ are predetermined weights. The decision variable $V_k$ is then compared to a threshold $\psi$ to obtain the final decision $\hat{X}_{k|k}$ as in (5.3). The $q$-out-of-$Q$ fusion rule is a special case of hard linear fusion.

In conventional hard fusion schemes, each SU employs an energy detector to obtain a hard decision at each time $k$, i.e., SU$q$ estimates the PU state as follows:

$$\hat{X}^{(q)}_{k|k} = \begin{cases} 1, & Y_k^{(q)} < \psi_q, \\ 2, & Y_k^{(q)} \geq \psi_q, \end{cases}$$

(5.5)

where $\psi_q$ denotes a threshold, which is usually computed offline. Typically, a majority voting rule is applied at the fusion center. In the HBMM hard fusion scheme, the state estimate $\hat{X}^{(q)}_{k|k}$ for each SU$q$ is a function of the current and previous observations, not just the current sample $Y_k^{(q)}$. In addition, the HBMM hard fusion scheme employs a linear fusion rule based on the MDC weight vector given by (5.4).

5.2 Collaborative Sensing Schemes

5.2.1 HBMM soft fusion

Referring to Fig. 5.2, at each time $k$, the observation sample $Y_k^{(q)}$ from each SU$q$ is transmitted directly to the fusion center, which forms the vector observation sample $Y_k = \cdots$
The proposed soft fusion scheme is based on hidden bivariate Markov chain modeling of the vector observation sequence \( Y = \{ Y_k; k = 1,2,\ldots \} \) generated by the \( Q \) SUs. Here, the conditional output density parameter is given by \( \theta = (\theta_a : a \in X) \), where \( \theta_a = (\theta_a^{(1)}, \ldots, \theta_a^{(Q)}) \), and \( \theta_a^{(q)} \) is the conditional output density parameter of each SU \( q \) when the PU is in state \( a \). With this definition of \( \theta \), the parameter of the HBMM is given formally by \( \phi = (\theta, G) \), which we also denote by \( \phi = [\phi_\ell : \ell = 1,\ldots,L] \), where 

\[ L = 2dQ + d^2r^2. \]

Recursions for online parameter and state estimation of the HBMM in the setup of Fig. 5.2 with vector observation input can be obtained from temporal spectrum sensing, by replacing the scalar sequence \( y^k \) by the vector sequence \( y^k \) and \( \theta \) by \( \theta \). To compute \( f(y_k; \theta_b) \), we assume that the \( Q \) cognitive radio channels are conditionally independent given the state of the PU, in which case, 

\[ f(y_k; \theta_b) = f(y_k^{(1)}; \theta_b^{(1)}) \cdot f(y_k^{(2)}; \theta_b^{(2)}) \cdots f(y_k^{(Q)}; \theta_b^{(Q)}). \]

The elements
of the $d^2r^2 \times L$ Jacobian matrix $\frac{\partial}{\partial \phi}\{\text{vec } F(y_k)\}'$ are given as follows:

$$
\frac{\partial}{\partial [g_{ce}(d)]} f_{ij}^{ob}(y_k; \theta_b) = f(y_k; \theta_b) \cdot \mathbf{1}_{\{(c,e)=(a,i),(e,l)=(b,j)\}},
$$

$$
\frac{\partial}{\partial (\mu_{c}^{(q)})} f_{ij}^{ob}(y_k; \theta_b) = f_{ij}^{ob}(y_k; \theta_b) \cdot \frac{y_{k}^{(q)} - \mu_{b}^{(q)}}{(\sigma_{b}^{(q)})^2} \cdot \mathbf{1}_{\{c=b\}},
$$

$$
\frac{\partial}{\partial (\sigma_{c}^{(q)})} f_{ij}^{ob}(y_k; \theta_b) = f_{ij}^{ob}(y_k; \theta_b) \cdot \frac{(y_{k}^{(q)} - \mu_{b}^{(q)})^2 - (\sigma_{b}^{(q)})^2}{(\sigma_{b}^{(q)})^3} \cdot \mathbf{1}_{\{c=b\}},
$$

(5.6)

for $(c,e), (e,l) \in \mathbb{Z}$. When the state recursion (4.5) is generalized for vector observation input, the matrix $B(y_k)$ is replaced by the $dr \times dr$ block diagonal matrix $B(y_k) = B(y_k^{(1)}) \cdot B(y_k^{(2)}) \cdots B(y_k^{(Q)})$, where $B(y_k^{(q)})$ is a $dr \times dr$ block diagonal matrix with diagonal blocks given by $\{p(y_{k}^{(q)} | X_k = a) | a \in \mathbb{X}\}$, for $k = 1, 2, \ldots$. The product form of $B(y_k)$ follows from assuming conditional independence of the cognitive radio channels given the state of the PU.

The complexity of the HBMM soft fusion scheme in each time slot is dominated by the computation of $H_m(y^m; \phi)$, which requires $O(d^3r^3 \cdot (2dQ + d^2r^2)) = O(d^4r^3Q + d^5r^5) = O(r^3Q + r^5)$ when $d = 2$. Since $Q$ is a small constant in practice, the overall complexity of the proposed soft fusion scheme is essentially the same as that of the hard fusion scheme. If the linear combination weights and decision threshold are precomputed, the complexity of soft linear fusion becomes only $O(Q)$. However, if these parameters are estimated online using HBMM parameter estimation, as proposed in [52], the complexity of the online soft linear fusion scheme per time slot becomes $O(r^5)$.

### 5.2.2 HBMM hard fusion

The main advantage of hard fusion schemes relative to soft fusion schemes is the low bandwidth overhead due to the transmission of a 1-bit by each SU to the fusion center. However, the local decision made by an individual SU may not always be reliable, for example, when
the received signal at the SU has undergone severe shadowing. Incorporating an HBMM to model the dynamics of the PU and the wireless propagation environment, can lead to much better detection performance under such conditions.

The architecture of each SUq cognitive radio transceiver in our proposed hard fusion scheme is depicted in Fig. 5.3. In this scheme, the online HBMM parameter estimation algorithm is decoupled into two parts: 1) estimating the transition matrix $G$ and 2) estimating the parameter $\theta^{(q)}$ of the conditional output distribution for each SUq. The estimate of $G$ can either be computed locally, based on the final decisions fed back to each SU from the fusion center, or it could be computed by the fusion center and broadcast to all SUs. Both options are equivalent with respect to estimation of $G$. The estimates of $G$ are provided as input to the conditional output parameter estimation block. The transition matrix estimates are updated less frequently than the sensing decisions, so a small delay in the feedback loop from the fusion center to the SUs will not adversely affect the overall performance of the scheme. The rationale for the separating the two blocks is that estimation of $\theta$ is significantly easier than that of the transition matrix.

Consider first the conditional output density parameter estimation block for the $q$th SU. To simplify notation, we shall drop the superscript $(q)$ in the following discussion. The parameter of interest, $\theta = (\theta_a : a \in \mathcal{X})$, can be estimated in a block-recursive manner using (4.8) with $\theta$ replacing $\phi$, where the score function is a $1 \times 2d$ row vector given by (4.13), and $H_m(y^m; \theta)$ in (4.13) can be computed recursively using (4.22). In this case, the elements
of the $d^2r^2 \times 2d$ Jacobian matrix $\partial[\text{vec } F(y_k)]/\partial \theta$ are given as follows:

$$\frac{\partial f_{ij}^{ab}(y_k; \theta_b)}{\partial \mu_c} = f_{ij}^{ab}(y_k; \theta_b) \cdot \frac{y_k - \mu_b}{\sigma_b^2} 1_{\{c=b\}},$$

$$\frac{\partial f_{ij}^{ab}(y_k; \theta_b)}{\partial \sigma_c} = f_{ij}^{ab}(y_k; \theta_b) \cdot \frac{(y_k - \mu_b)^2 - \sigma_b^2}{\sigma_b^3} 1_{\{c=b\}}, \quad (5.7)$$

for $c \in X$, where $1_A$ denotes an indicator function on set $A$.

Estimation of $G$ is also performed using the recursive algorithm of Section 4.2.2. Since in estimating $G$, the observation data comes from the final decisions of the fusion center, the observable process $Y$ in the recursive algorithm may be taken to be $X$, with values in the state-space $X$, i.e., the HBMM reduces to a bivariate Markov chain. Here, the parameter $G = [g_{ab}(ij) : (a, i), (b, j) \in \mathbb{Z}]$ is estimated by using (4.8), (4.11), and (4.22), but with $f_{ij}^{ab}(y_k; \theta_b)$ in (4.19) given as follows:

$$f_{ij}^{ab}(y_k; \theta_b) = g_{ab}(ij)f(y_k; \theta_b) = g_{ab}(ij)1_{\{y_k=b\}}. \quad (5.8)$$

In addition, the elements of the $d^2r^2 \times d^2r^2$ Jacobian matrix $\partial[\text{vec } F(y_k)]/\partial G$ in (4.22) are given as follows:

$$\frac{\partial f_{ij}^{ab}(y_k; \theta_b)}{\partial g_{ce}(il)} = 1_{\{y_k=b,(c,e)=(a,i),(e,l)=(b,j)\}}, \quad (5.9)$$

for $(c, e), (e, l) \in \mathbb{Z}$.

Each SU computes a local estimate of the PU state based on the observation data and HBMM parameter estimate. The mean and standard deviation for the conditional density is updated after each block of observation data. Since the HBMM parameter $\phi = (\theta, G)$ is estimated online, an estimate of the state at time $k$, as well as a predicted estimate at time $k + \tau$, where $\tau > 0$, can be computed. The state detection scheme for the $q$th decision block is given formally by (4.6), dropping the superscript in the notation for $\hat{X}^{(q)}_{k+\tau|k}$. The
local SU decisions are sent to the fusion center, which then makes a final decision on the state of the PU at time $k$ via a fusion rules. In our numerical experiments, the best performance was achieved when a linear fusion rule of the form (5.3) was used, with weights determined according to (5.4) (see Section 5.2.2).

The complexity of the conditional output density estimation block in each time slot is dominated by the computation of $H_m(y^m; \theta)$, which requires $O(d^3r^3 \cdot 2d) = O(d^4r^3)$ arithmetic operations. The computation of the transition matrix estimation block is dominated by the computation of $H_m(y^m; G)$, which requires $O(d^3r^3 \cdot d^2r^2) = O(d^5r^5)$ arithmetic operations. Given the parameter $\phi = (\theta, G)$, the state detection scheme has complexity $O(d^2r^2)$ [40]. Therefore, the computational complexity for each SU is $O(d^5r^5) = O(r^5)$, when $d = 2$. Since linear fusion has complexity $O(Q)$, the overall complexity of HBMM hard fusion is given by $O(r^5 + Q)$ per time slot, which in practice reduces to $O(r^5)$.

## 5.3 Numerical Results

We have run simulation experiments in MATLAB to evaluate the performance of the proposed hard fusion schemes and soft fusion schemes. For the online parameter estimation algorithm given in (4.8), we set $\gamma_n = \gamma_0 n^{-\varepsilon}$ with $\gamma_0 = 0.3$ and $\varepsilon = 0.35$. We set the block size $m = 20$. The parameter space $\mathcal{G}$ and projection operator $\Pi_{\mathcal{G}}$ are the same as the temporal spectrum sensing for (4.8). To improve the convergence speed and stability, a warmup period is introduced to provide a good initial estimate for the mean and standard deviation vectors associated with the conditional density estimation block in both hard fusion scheme and soft fusion schemes. Given a sequence $y^{n_0}$ of length $n_0 = 200$, we use the following initialization procedure:

1. Let $A_1 = \{ k \in \{1, \ldots, n_0\} : y_k < (\max(y^{n_0}) + \min(y^{n_0}))/2 \}$ and $A_2 = \{1, \ldots, n_0\} \backslash A_1$. 
Table 5.1: True mean and standard deviation of conditional densities.

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-105.632, -88.894)</td>
<td>(-100.5.91, -86.836)</td>
</tr>
<tr>
<td>(-100, 5.91, -86, 8.36)</td>
<td>(-103.671, -98, 8.06)</td>
</tr>
<tr>
<td>(-103, 6.71, -98, 8.06)</td>
<td>(-103, 6.71, -98, 8.06)</td>
</tr>
</tbody>
</table>

2. The initial estimates $\theta^s_a = (\mu^s_a, \sigma^s_a)$ are computed as follows:

$$
\mu^s_a = \frac{1}{|A_a|} \sum_{k \in A_a} y_k, \quad \sigma^s_a = \sqrt{\frac{1}{|A_a| - 1} \sum_{k \in A_a} |y_k - \mu^s_a|^2}, \quad (5.10)
$$

where $|\cdot|$ denotes set cardinality and $a \in X$.

The initial probability vector $\pi^s$ is initialized with a uniform distribution and the initial transition matrix $G^s$ is generated randomly.

In our simulation experiments, we considered a collaboration model with three SUs (i.e., $Q = 3$). For the true parameter $\phi^0$, the state transition matrix $G^0$ is specified by a $20 \times 20$ transition matrix given in Appendix A.1, such that $d = 2$ and $r = 10$. The true transition matrix was estimated from real spectrum measurements of a paging channel collected in [49] using the Baum algorithm. For the estimation blocks we have set $d = 2$ and $r = 10$, but a smaller value of $r$ could be used to trade off accuracy for a reduction in computational complexity. The true mean and standard deviations of the conditional densities for three SUs are given in the Table 5.1. Two different scenarios representing different channel condition for three SUs are shown in this table.

5.3.1 Hard fusion

We evaluated the detection performance of the hard fusion scheme by applying $T = 6000$ observation samples to obtain an HBMM estimate for each SU. Each receiver operating characteristic (ROC) curve in Figs. 5.4 and 5.5 was then obtained by applying the state estimator with 10000 new observation samples. The ROC curves for various state detection
Figure 5.4: ROC plot of hard fusion scheme in scenario 1.

Figure 5.5: ROC plot of hard fusion scheme in scenario 2.
schemes in scenario 1 are shown in Fig. 5.4. The vertical axis represents the probability of detection, $P_d$, while the horizontal axis represents the probability of false alarm, $P_{fa}$. The detection performance of each SU$q$, when applying HBMM state detection, is indicated as “HBMM SU$q$,” where $q = 1, 2, 3$. The curve marked “Conventional hard fusion” was obtained using energy detectors at each SU, and a majority voting rule. The “HBMM hard fusion” curve was obtained by applying the HBMM hard fusion scheme with linear fusion and weights computed according to (5.4) with estimates of the conditional mean and standard deviation obtained from the estimation block in Fig. 5.3.

The curve marked “HBMM hard fusion (known)” is based on the same state detection scheme, but the transition matrix is assumed to be known. From Fig. 5.4 we see that, individually, SU1 and SU2 perform better than SU3 in scenario 1. In this scenario, the performance gain achievable by collaborative sensing can be seen clearly. HBMM hard fusion when the transition matrix is estimated outperforms conventional hard fusion. When the transition matrix is known, the HBMM hard fusion approach achieves even better performance.

The ROC performance for scenario 2 is shown in Fig. 5.5. From Fig. 5.5, we find SU2 and SU3 have worse performance than SU1. In this case, the performance of conventional hard fusion is inferior to that of SU1, but better than that of SU2 and SU3. The performance of the HBMM hard fusion scheme is intermediate between that of conventional hard fusion and SU1. Interestingly, when the transition matrix is known, HBMM hard fusion performs as well as SU1, or even slightly better.

5.3.2 Soft fusion

We carried out simulation experiments to compare the performance of the HBMM soft and hard fusion schemes, as well as that of the near-optimal linear soft fusion scheme developed in [44]. To apply the linear soft fusion scheme, the channel parameters are assumed to be known and the weights for linear combination and the decision threshold are computed offline according to [44]. As discussed in [52], the channel parameters can be estimated
Figure 5.6: ROC plot of hard and soft fusion schemes in scenario 1.

Figure 5.7: ROC plot of hard and soft fusion schemes in scenario 2.
online by incorporating HBMM parameter estimation, which can then be used to compute the weights and threshold for linear soft fusion in an online manner. The performance of such a scheme was found to be nearly as good as that of linear soft fusion with precomputed weights and thresholds from known channel parameters.

For scenario 1, \( T = 40000 \) observation samples were applied to the HBMM hard fusion, HBMM soft fusion, and linear soft fusion (with precomputed weights) schemes. A larger number of samples was used here to ensure that a sufficiently accurate estimate of the HBMM parameter could be obtained for soft fusion. The corresponding ROC curves were then computed based on 10000 subsequent observation samples, and the results are shown in Fig. 5.6. As expected, both soft fusion schemes perform significantly better than hard fusion. The computational overhead of HBMM soft fusion is higher than that of linear soft fusion when the channel parameters are assumed known, but not significantly higher when online HBMM parameter estimation is applied to update the weights and threshold. The performance of HBMM soft fusion is significantly better than linear soft fusion. Interestingly, in comparison to linear soft fusion, the performance of HBMM hard fusion is slightly worse when \( P_{fa} < 0.15 \), and approximately the same when \( P_{fa} > 0.15 \).

In scenario 2, the number of observation samples was increased to \( T = 50000 \). As before, 10000 additional observation samples were applied to obtain ROC curves, which are shown in Fig. 5.7. As expected, the performance for each of the collaborative sensing schemes is degraded relative to that for scenario 1. The performance gap between HBMM soft fusion and linear soft fusion is larger in scenario 2 than in scenario 1. An even larger performance gap can be seen between the linear soft fusion and hard fusion schemes for the two scenarios.

### 5.3.3 Predictive spectrum sensing

A useful feature of model-based spectrum sensing is the ability to predict the future state of the PU [40, 54]. A prediction of the state at a future time could be used to augment the information provided by an estimate of the current state, and thereby facilitating more proactive dynamic spectrum access. For example, even if the current state estimate indicates
that the PU is idle, if the predicted state indicates that the PU will become active, an SU can vacate the channel in advance to avoid potential interference with the PU. Conversely, if the PU is detected as active in the current time slot but idle in a future time slot, an SU can proactively commence preparations for channel access in anticipation of a temporal spectrum hole. In multichannel scenarios, predictive state information can be used for selecting among multiple channels that have been detected as idle.

We ran simulation experiments to evaluate the predictive performance of the HBMM fusion scheme in scenario 2. Fig. 5.8 shows ROC curves for soft fusion prediction performance in scenario 2 for step sizes $\tau = 0, 1, 2, 5, 10$. Clearly, the prediction performance degrades as $\tau$ is increased. Interestingly, in this scenario the performance for $\tau = 2$ is nearly as good as for $\tau = 1$, though this does not hold in general. By comparing Figs. 5.7 and Fig. 5.8, we see that the performance of 1-step prediction is slightly better than state estimation using conventional hard fusion. The predictive performance of HBMM hard fusion, with unknown transition matrix, was rather poor, even for $\tau = 1$. However, when the transition matrix is known, the performance of HBMM hard fusion is quite close to that of HBMM soft fusion.

Figure 5.8: $\tau$-step HBMM soft fusion prediction performance in scenario 2.
5.3.4 Coarsely quantized soft fusion

The soft fusion experiments assumed a 32-bit representation of the observation samples, such that the bandwidth overhead was $32/\Delta$ bits/s, where $\Delta$ represents the time slot duration in seconds. The bandwidth overhead can be reduced, at the expense of detection performance, by applying coarser quantization of the observation samples. We conducted simulation experiments to evaluate the impact of coarse quantization of the observation data on the performance of the soft fusion schemes. For simplicity, we adopted a uniform quantization scheme. The quantization range for the received signal power measurements was set to $[-140, 0]$ dBm and the quantization resolution is determined by the number of bits. At each SU $q$, the observation sample $Y_k^{(q)}$ is quantized and encoded before being transmitted to the fusion center, which then decodes the quantized sample for further processing. In Fig. 5.9, ROC curves obtained for scenario 2 are shown for linear soft fusion with 8-bit samples and HBMM soft fusion with 4-bit and 6-bit samples. The degradation in detection performance for HBMM soft fusion can be clearly seen as the number of bits per sample is reduced from 6 to 4. We also see that HBMM soft fusion with 4-bit samples outperforms
linear soft fusion with 8-bit samples. When 3-bit samples are used, the HBMM soft fusion scheme performs worse than HBMM hard fusion.
Chapter 6: Conclusions and Future Directions

The main contribution of this thesis is to develop model-based approaches to improve the accuracy and robustness of spectrum sensing. In this concluding chapter, we present a summary of the thesis main results together with a discussion of future directions.

6.1 Spatial spectrum sensing

In spatial spectrum sensing, we were able to carry out G-MIFTP power control for SUs based on the aggregate interference analysis. Meanwhile, we employed CSMA/CA multiple access MAC protocol on each SU to avoid transmission collision between SUs. In this spatial spectrum sensing model, all SUs are distributed according to a Poisson point process, and the intensity of the Poisson point process is assumed known. It would be interesting to attempt to estimate the intensity of the Poisson point process in practical spectrum sensing scenarios. In addition, more efficient power control scheme and contention control scheme should be investigated to improve the performance of spatial spectrum sensing.

6.2 Temporal spectrum sensing

For temporal spectrum sensing, we developed an online parameter estimation algorithm to estimate the parameter of an HBMM. This online estimation algorithm is block based, and the score function for this online parameter estimation algorithm is calculated recursively. In addition, we proposed a projection mapping method for this online algorithm which improves the convergence speed and stability. Prediction of the channel occupancy behavior for the PU are also available with this estimated HBMM. The current state decision and future state prediction recursions for the PU can be used for resource allocation at the MAC
layer. For instance, an idle narrowband channel with a long available sojourn time among all the other channels can be assigned higher weight so that it would more likely be chosen by SUs, which can avoid frequent channel switching. In practice, resource allocation is much more complicated when assigning the spectrum resource to multiple SUs due to the varying channel characteristics, spectrum availability and QoS requirements. A natural extension of our work is to investigate how our proposed spectrum sensing methods can be integrated with resource allocation in a cognitive radio network.

6.3 Collaborative spectrum sensing

Collaborative spectrum sensing can improve spectrum sensing performance and alleviate the hidden terminal problem in wireless networks. In hard fusion schemes, each SU makes a hard decision on spectrum occupancy and a fusion center makes a final decision by combining the individual hard decisions according to a fusion rule. In soft fusion schemes, each SU provides a signal power measurement to the fusion center, which performs further processing on the collection of all observations to make a final decision. We proposed hard and soft fusion collaborative spectrum sensing schemes based on online hidden bivariate Markov chain modeling of the signals received by SUs. Compared to prior collaborative sensing schemes, the proposed model-based schemes do not rely on precomputed thresholds or weights, and achieve superior detection performance. A hybrid scheme, which employs HBMM soft fusion until a suitable estimate of the transition matrix is obtained and then switches to HBMM hard fusion, could provide another means of obtaining a suitable tradeoff between transmission overhead and detection performance. More efficient quantization methods can be further investigated to reduce the network overhead between the fusion center and SUs.

6.4 Software defined radio implementation

GNU radio is a free and open-source software development toolkit that provides signal processing blocks to implement a software defined radio. The USRP (Universal Software Radio
Peripheral), created by Ettus Research LLC, is the RF hardware for the software defined radio. USRP together with GNU radio are convenient hardware and software platforms for cognitive radio research. We implemented the temporal spectrum sensing on the GNU radio testbed. With the Papyrus platform which enables non-contiguous Orthogonal Frequency-Division Multiplex, we designed a traffic controller to generate the traffic trace for six PUs with the HBMM. We also implemented a dynamic accessor to perform the dynamic spectrum sensing. Then the signal strength measurement can be used for online parameter estimation for HBMM, and we obtained very satisfying performance. In the future, more work can be done on the testbed implementation to speed up the spectrum sensing. A possible approach is to implement the spectrum sensing algorithms on the FPGA directly.
Appendix A: An Appendix

A.1 20 × 20 transition matrix $G$

The 20 × 20 transition matrix $G$ is expressed in several smaller $r \times r (r = 10)$ block matrices $G_{ab}, a, b \in X$ as follows [38]:

$$G_{11} = \begin{bmatrix}
0.0000 & 0.2568 & 0.4256 & 0.0000 & 0.0709 & 0.0000 & 0.1027 & 0.0000 & 0.1226 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0005 & 0.1505 & 0.1985 & 0.0000 & 0.0652 & 0.1775 & 0.1547 & 0.0154 & 0.0176 & 0.2195 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0094 & 0.0580 & 0.0000 & 0.0005 & 0.0000 & 0.1694 & 0.0000 & 0.0033 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.1171 & 0.3370 & 0.0000 & 0.1534 & 0.0000 & 0.1791 & 0.0000 & 0.0841 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0353 & 0.4173 & 0.0000 & 0.0512 & 0.0000 & 0.4628 & 0.0000 & 0.0059 & 0.0000 
\end{bmatrix}$$
$$G_{12} = \begin{bmatrix}
0.0214 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.9008 & 0.0031 & 0.0000 & 0.0000 & 0.0210 & 0.0000 & 0.0359 & 0.0000 & 0.0001 \\
0.9685 & 0.0003 & 0.0000 & 0.0000 & 0.0032 & 0.0000 & 0.0131 & 0.0000 & 0.0000 \\
0.0004 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.9146 & 0.0046 & 0.0000 & 0.0000 & 0.0455 & 0.0000 & 0.0021 & 0.0000 & 0.0000 \\
0.7594 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.9988 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0002 & 0.0000 \\
0.0057 & 0.0000 & 0.0000 & 0.0000 & 0.1228 & 0.0000 & 0.0003 & 0.0000 & 0.0000 \\
1.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0165 & 0.0000 & 0.0000 & 0.0000 & 0.0106 & 0.0000 & 0.0002 & 0.0000 & 0.0000 \\
\end{bmatrix}$$

$$G_{21} = \begin{bmatrix}
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0037 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0003 & 0.0000 & 0.0000 & 0.0000 & 0.0209 & 0.0000 & 0.0000 & 0.0003 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.2162 & 0.0005 & 0.0003 & 0.0024 & 0.0030 & 0.0057 & 0.0001 & 0.3794 & 0.0001 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.1308 & 0.0111 & 0.0469 & 0.0000 & 0.0207 & 0.3077 & 0.1174 & 0.0202 & 0.2828 \\
0.0060 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
\end{bmatrix}$$
A.2 6 × 6 transition matrix $G$

The $6 \times 6$ transition matrix $G$ is expressed as follows:

$$
G = \begin{bmatrix}
0.4680 & 0.0000 & 0.5319 & 0.0000 & 0.0000 & 0.0000 \\
0.5336 & 0.4664 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.4702 & 0.0000 & 0.5297 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.4543 & 0.0000 & 0.5457 \\
0.0000 & 0.0000 & 0.0000 & 0.5214 & 0.4786 & 0.0000 \\
0.0000 & 0.5302 & 0.0000 & 0.0000 & 0.0000 & 0.4698
\end{bmatrix}
$$
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